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effects on the probability of a recession. We then use receiver operating
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show that the short-term interest rate and the term spread are important
leading indicators, but also that the stock market has some predictive
value. The recession probability is a nonlinear function of these leading
indicators. The BRT approach also helps to recover how the recession
probability depends on the interactions of the leading indicators. While
the predictive power of the short-term interest rates has declined over
time, the term spread and the stock market have gained in importance.
We also study how the shape of a forecaster’s utility function affects the
optimal choice of a cutoff value above which the estimated recession prob-
ability should be interpreted as a signal of a recession. The BRT approach
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1 Introduction

Against the background of the Great Recession, researchers have started to
reassess major forecasting approaches and leading indicators widely used in ap-
plied business-cycle research (for example, see Drechsel and Scheufele, 2012). In
this research, we use a machine-learning approach known as Boosted Regression
Trees (BRT) to reexamine the predictive value of selected leading indicators for
forecasting recessions in Germany (on boosting, see Freund and Schapire (1997);
Friedman (2001, 2002); Friedman et al. (2000), for a survey, see Bühlmann and
Hothorn (2007)). The BRT approach is a modeling platform that renders it
possible to develop a nuanced view of the relative importance of leading indica-
tors for forecasting recessions, to capture any nonlinearities in the data, and to
model interaction effects between leading indicators. The BRT approach com-
bines elements of statistical boosting with techniques studied in the literature on
regression trees. Boosting is a machine-learning technique that requires build-
ing and combining an ensemble of simple base learners in an iterative stagewise
process to build a potentially complicated function known as a strong learner.
The weak learners are simple individual regression trees and the strong learner
results from combining the individual regression trees in an additive way. The
ensemble of trees is then used to compute recession forecasts.

Regression trees use recursive binary splits to subdivide the space of lead-
ing indicators into non-overlapping regions to minimize some loss function that
penalizes wrong positive and false negative recession forecasts. Regression trees
lend themselves to recover the informational content of leading indicators be-
cause regression trees capture in a natural way even complex nonlinearities in
the link between the recession probability and leading indicators. Moreover,
regression trees are insensitive to the inclusion of irrelevant variables in the set
of leading indicators, and they are robust to outliers in the data (on regression
trees, see Breiman et al., 1984). Aggregating over regions, and over trees, then
allows highly complicated links between the recession probability and a leading
indicator to be recovered. In addition, special techniques have been developed
for the analysis of regression trees that make it straightforward to trace out the
quantitative importance of a leading indicator for forecasting recessions and the
marginal effect of a movement in a leading indicator on the recession probabil-
ity. Regression trees can also be used to shed light on how the interaction of
leading indicators changes the probability of a recession. While regression trees
have several interesting advantages (see Hastie et al., 2009, page 351), their hi-
erarchical structure makes them high-variance predictors. The BRT approach
overcomes this drawback by using boosting techniques to additively combine
several regression trees to form a low-variance predictor.

The BRT approach complements the widely-studied Probit approach to fore-
casting recessions, which has been popular in the business-cycle literature since
the early nineties (Estrella and Hardouvelis, 1991; Estrella and Mishkin, 1998),
and has been extensively used as a tool for recession forecasting also in recent re-
search (Fritsche and Kuzin, 2005; Theobald, 2012; Proaño and Theobald, 2014,
among others). Applications of regression trees in economics can be found in
monetary economics (Orphanides and Porter, 2000), empirical finance (Savona,
2014; Malliaris and Malliaris, 2015, among others)), and in the literature on the
determinants of financial crises (Manasse and Roubini, 2009; Duttagupta and
Cashin, 2011; Savona and Vezzoli, 2015, among others). The list of applications
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of boosting in economics includes the research by Berge (2015), who uses boost-
ing to model exchange rates, and Buchen and Wohlrabe (2011), who compare
how boosting performs relative to other widely studied forecasting schemes with
respect to forecasting the growth rate of U.S. industrial production. Robinzonov
et al. (2012) use boosting to forecast the monthly growth rate of German indus-
trial production and find a good performance in short-term and medium-term
forecast horizons. Wohlrabe and Buchen (2014) use boosting to forecast several
macroeconomic variables. Bai and Ng (2009) study boosting in the context of
factor models. Mittnik et al. (2015) use boosted regression trees to model stock-
market volatility. Closely related to our research is the work by Ng (2014), who
uses boosted regression trees to forecast U.S. recessions. Key findings are that
only few predictors are important for predicting recessions (including interest-
rate variables), but also that the relative importance of predictors has changed
over time. Ng (2014) does not document marginal effects and, because the
regression trees are restricted to stumps (that is, there is no hierarchical struc-
ture of the trees), abstracts from potential interaction effects of the predictor
variables being studied.

We find that the short-term interest rate and the term spread are top lead-
ing indicators of recessions in Germany, but also that the BRT approach uses
other indicators like business climate indicators and stock market returns to
grow trees. The informational content of short-term interest rates and stock
market returns for subsequent recessions is in line with earlier findings for the
U.S. documented by Estrella and Mishkin (1998), and with recent theoretical
and empirical results reported by Farmer (2012). For Germany, Drechsel and
Scheufele (2012) find that stock market returns are a useful (albeit insginificant)
indicator at least before the Great Recession. For earlier evidence of the pre-
dictive power of the yield curve, see Estrella et al. (2003) and Rudebusch and
Williams (2009), among others. Marginal effects further reveal nonlinearities in
the link between the leading indicators and the probability of being in a reces-
sion. For example, the recession probability sharply decreases when the term
spread changes sign from negative to positive, and it is a nonlinear negatively-
shaped function of stock market returns. The recession probability also sharply
increases when the short-term interest rate rises above approximately 6%−8%.
By contrast, the recession probability is relatively flat for lower short-term in-
terest rates, which implies that monetary policy that operates at the zero-lower
bound may have a small effect on the recession probability. At the same time,
an investigation of interaction effects illustrates that the effect of a variation
of the short-term interest rate on the recession probability depends to a non-
ligible extent on the state of the stock market. The increase in the recession
probability that follows an increase of the short-term interest rate is larger in
times of a bear market than in times of a bull market. Results derived using
receiver operating characteristics (ROC) curves show that the BRT approach
has a competitive out-of-sample performance in comparison to variants of the
Probit approach (for recent applications of ROC curves in economics, see Berge
and Jordà, 2011; Lahiri and Wang, 2013; Liu and Moench, 2014; Savona and
Vezzoli, 2015, among others). Moreover, the BRT approach can be combined
with ROC curves to study, for forecasters with a symmetric and an asymmetric
loss function, the optimal choice of a cutoff value above which the estimated
recession probability should be interpreted as a signal of a recession. In sum,
while the BRT approach does not change the fact that recession forecasting re-
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mains a challenging task, the approach is a useful technique that complements
the widely-studied Probit approach.

We organize the remainder of this research as follows. In Section 2, we
describe the empirical methods that we use to compute and evaluate forecasts.
In Section 3, we describe our data. In Section 4, we describe our results. In
Section 5, we conclude.

2 Empirical Methods

2.1 Computation of Forecasts

We use a boosting algorithm to forecast recessions. Studying boosting algo-
rithms has a long tradition in the machine-learning literature where several
algorithms have been developed to solve regression and classification problems
under various loss functions (for surveys, see Schapire, 2003; Bühlmann and
Hothorn, 2007; Mayr et al., 2014a,b). Among the earliest and most popu-
lar boosting algorithms is the Adaboost algorithm developed by Freund and
Schapire (1997). It received much attention in the machine-learning literature
because of its empirical success as a classifier. In later research Friedman et al.
(2000) developed variants of the Adaboost algorithm and traced out its links to
Logistic regression models. Friedman (2001, 2002) then showed that boosting
can be interpreted as a function-approximation problem, and that a gradient
descent paradigm, which also applies to regression trees in a straightforward
way, can be used to solve this problem in a forward stage-wise additive way

Drawing on the results derived by Friedman et al. (2000), we model recessions
as a binary variable, yt+k ∈ {0, 1}, where yt = 1 denotes a recession, t = 1, ...,
denotes a time index, and k denotes a forecast horizon. The plan is to model
the links between recessions and the leading indicators, xt = (xt,1, xt,2, ...), by
means of a function, F (xt), so as to minimize the expected value of a loss
function, L. Friedman et al. (2000) suggest to choose F (xt) to minimize the
exponential loss function

L(F ) = E exp(−ỹt+kF (xt)), (1)

where it is common to define, for ease of notation, ỹt+k = 2yt+k − 1, such that
ỹt+k ∈ {−1, 1}, and E denotes the conditional expectations operator (that is,
expectations are conditional on the leading indicators, xt). The loss function
given in Equation (1) increases when ỹt+k and F (xt) have different signs, and
it decreases when ỹt+k and F (xt) have the same sign. In other words, the loss
function decreases when F (xt) helps to classify recessions at forecast horizon k.
Upon denoting the conditional probability of being in a recession as P (ỹt+k =
1|xt), the right-hand-side of Equation (1) can be expanded to give

E exp(−ỹt+kF (xt)) = P (ỹt+k = 1|xt) exp(−F (xt))

+ P (ỹt+k = −1|xt) exp(−F (xt)). (2)

The first-order condition for a minimum can be easily derived as (Friedman
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et al., 2000, page 345)

∂E exp(−ỹt+kF (xt))

∂F (xt)
= −P (ỹt+k = 1|xt) exp(−F (xt))

+ P (ỹt+k = −1|xt) exp(−F (xt))
!
= 0, (3)

so that L(F ) is minimized by setting F (xt) to one-half of the log-odds ratio:

F (xt) =
1

2
log

P (ỹt+k = 1|xt)

P (ỹt+k = −1|xt)
. (4)

Rearranging terms and using the fact that P (ỹt+k = 1|xt) = 1 − P (ỹt+k =
−1|xt) yields

P (ỹt+k = 1|xt) =
exp(F (xt))

exp(−F (xt)) + exp(F (xt))
, (5)

P (ỹt+k = −1|xt) =
exp(−F (xt))

exp(−F (xt)) + exp(F (xt))
. (6)

The unknown function, F (xt), that links recessions to the leading indicators,
thus, can be estimated by modeling the log-odds ratio. A natural point of de-
parture is the unconditional recession probability (that is, the proportion of
times that we observe yt+k = 1). The unconditional recession probability, how-
ever, is a crude measure of the conditional recession probability, and boosting
techniques show how to refine this measure.

The basic idea of boosting is to break down a potentially complicated func-
tion estimation problem into a series of simple problems by stipulating that the
function to be estimated, F (xt), can be expressed as the sum of much simpler
functions, T (xt). We have

F (xt) =

M
∑

m=0

Tm(xt), (7)

where m is the index of a weak learner, and M denotes some upper bound on
the number of functions, T (xt), that we want to consider in the summation
operation. In the machine-learning literature, the complicated function, F (xt),
that we plan to use to forecast recessions is known as a strong learner, and the
simpler functions, T (xt), that we use to approximate this complicated function
are known as weak learners.

Rather than finding M distinct weak learners in a single step, boosting
algorithms render it possible to estimate the weak learners step-by-step in a
forward stage-wise manner. In our research, we use a boosting algorithm known
as gradient-descent boosting. The following algorithm describes how gradient-
descent boosting works (Friedman, 2001, 2002):

1. Initialize the algorithm: F0 = T0 = 1
2 log

P (ỹt+k=1)
P (ỹt+k=−1) .

2. Define some upper bound, M , for the number of weak learners.

3. For m in 1 to M :
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(a) Compute the negative gradient vector given by zt,m = −∂L(F )/∂F =
ỹt+k exp(−ỹt+kF (xt)).

(b) Fit a weak learner, Tm(xt), to the negative gradient vector.

(c) Update the function estimate, Fm(xt), by adding to Fm−1(xt) the
weak learner, Tm(xt), as described in Equation (7).

(d) Equipped with the new function estimate, go back to Step (a).

4. When the recursion reaches m = M , the strong learner, FM (xt) has been
computed as the sum of the weak learners, Tm(xt), where m = 0, ...,M .

In every iteration, the negative gradient vector indicates in which direction to
search for a minimum of the loss function. The negative gradient vector is large
in absolute value for those observations for which the recession forecast is wrong
(false signal or a false nonsignal). The algorithm, thus, uses, in every iteration, a
new weak learner so as to shrink what previous iterations have left unexplained,
where the weak learners estimated in earlier steps are left unchanged.

In order to make the gradient-descent-boosting algorithm work, we must
define what exactly is a weak learner. We use regression trees as weak learners
(for nontechnical introductions, see Leathwick et al. (2006); Strobl et al. (2009)
among others, see also the textbook by Hastie et al. (2009)). A regression tree,
T (xt), with J terminal nodes partitions in a binary and hierarchical top-down
way the space of the leading indicators, xt, into l non-overlapping rectangular
regions, Rl, and predicts, at every terminal node, a region-specific constant,
E(zt,m|xt ∈ Rl), of the negative gradient vector. Every region is defined by a
leading indicator, s ∈ xt, used for the partitioning, and the partitioning point,
p (that is, the realization of the leading indicators at which a split is invoked).
The splitting indicator and the corresponding partitioning point are chosen to
minimize a quadratic loss function defined over the negative gradient vector and
the region-specific constant prediction. This problem can be solved by searching
over all leading indicators and potential split points. For example, at the top
level of a regression tree, the solution to the search problem gives two half-
planes, R1(s, p) and R2(s, p). The two half-planes give a new tree that now
has two terminal nodes. For this new tree, the search is repeated separately for
the two half-planes, R1(s, p) and R2(s, p), identified at the top level. The new
tree then has four nodes. A hierarchical regression tree emerges as this process
continues until a maximal tree size defined by the researcher is reached or a
minimum number of observations is assigned to the terminal nodes.

The regression tree is integrated into Step 3a of the gradient-descent-
boosting algorithm by choosing optimal terminal node responses for the given
loss function such that (Friedman, 2002, Algorithm 1)

γl,m = argmin
γ

∑

xt∈Rl,m

L(Fm−1(xt) + γ). (8)

The minimization problem specified in Equation (8) can be solved using New-
ton’s method (Friedman et al., 2000, page 353). Equation (7) can then be
rewritten as

F (xt) =

M
∑

m=0

γl,m1xt∈Rl,m
(9)

6



where 1 denotes the indicator function. In other words, the conditional log-
odds ratio is estimated by additively combining a large number of trees and the
corresponding region-specific terminal nodes.

In order to prevent the algorithm from overfitting, Friedman (2001) intro-
duces a shrinkage parameter, 0 < λ ≤ 1, that curbs the influence of individual
weak learners on the strong learner. The shrinkage parameter is incorporated
into the gradient-descent-boosting algorithm by modifying Step 3c to

Fm(xt) = Fm−1(xt) + λγl,m1xt∈Rl,m
. (10)

The shrinkage parameter, thus, can be interpreted as a learning rate that governs
by how much a weak learner estimated in iteration m contributes to the function
estimate. In the boosting literature, the learning rate typically is set to 0.1 or
some smaller value. Fixing the learning rate at a smaller value implies that more
iterations, M , are needed to optimize the performance of a forecasting model.

The performance of a forecasting model is the result of a bias-variance trade
off (for textbook expositions, see Hastie et al., 2009; James et al., 2013). Esti-
mating more weak learners results in a reduction of bias because a forecasting
model more closely tracks even complicated links between the leading indicators
and the probability of being in a recession. At the same time, variance increases
because the resulting more complex forecasting model (too) closely captures the
specific features of the training dataset used to fit the model. Estimating only
a few weak learners, in contrast, inflates bias, but also makes overfitting less
likely. The resulting bias-variance trade-off implies that it is possible to detect
an optimal number, M∗, of base learners.

Building on earlier research on bagging Breiman (1996) and random forests
Breiman (2001), Friedman (2002) suggests that injecting randomness at Step 3a
of the gradient-descent-boosting algorithm is a further modeling element that
helps to improve model performance. The resulting stochastic gradient-descent-
boosting algorithm requires that a researcher samples without replacement, be-
fore fitting a weak learner, a subset from the data. Only the sampled data are
then used to estimate the next weak learner. Adding this element of randomness
to the boosting algorithm helps to stabilize model predictions by lowering the
correlations of predictions from individual weak learners.

2.2 Evaluation of Forecasts

Equipped with an estimate of the function, F (xt), an estimate, P̂ (yt+k = 1|xt),
of the conditional probability of being in a recession can be computed using
Equation (5). The estimated conditional recession probability, in turn, can be
mapped back into the binary recession classifier by checking sign(F (xt)), which
implies a recession is predicted whenever P̂ (yt+k = 1|xt) > 0.5. It is all but
clear, however, that simply fixing the cutoff value at 0.5 optimally balances
the trade-off between forecast errors (see also Ng (2014), page 26; see also the
discussion in the textbook by Greene (2003), page 685). Two types of errors
can arise: A predicted recession does not occur (false positive), and a recession
occurs but was not predicted (false negative). While predicting many recessions
helps to maximize the proportion of true positives, a trade-off arises because
the proportion of false positives will rise as well. Conversely, if a forecaster only
occasionally predicts a recession the proportion of true negatives is high, but
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at the same time such a forecasting strategy increases the proportion of false
negatives.

Simply opting for another arbitrary cutoff value does not solve the problem
either because any shift in the cutoff value only changes the balance between
false positives and false negatives. Hence, a more general approach is needed
that accounts for a full range of cutoff values and, at the same time, maps the
balance between different types of forecast errors into a simple decision criterion
that can be used in applied business-cycle research to assess the informational
content of estimated recession probabilities. Receiver operating characteristic
(ROC) curves are such a general approach to evaluate the predictive power of
estimated recession probabilities and, more general, of any leading indicator of
the business cycle. While ROC curves are often used in the machine-learning
literature to study the predictive power of regression and classification tech-
niques (see, for example, the introductory textbook by James et al., 2013) they
have become popular in economics only recently (Berge and Jordà, 2011; Lahiri
and Wang, 2013; Liu and Moench, 2014; Savona and Vezzoli, 2015; Pierdzioch
and Rülke, 2015), so that we briefly describe how to construct an ROC curve.

The starting point for constructing an ROC curve is to formalize the link
between the predicted state of the economy, ŷt, and the estimated conditional
recession probabilities as follows

ŷt+k(c) =

{

1, if P̂ (yt+k = 1|xt) ≥ c,

0, if P̂ (yt+k = 0|xt) < c.
(11)

where c denotes some cutoff value. The domain of the cutoff value is the inter-
val from zero to unity. Alternative choices of the cutoff value result in different
frequencies of signals, ŷt+k(c) = 1, of recessions, yt+k = 1, and an ROC curve
summarizes how alternative choices of the cutoff value lead to different propor-
tions of true positives, PTP (c), and true negatives, PTN(c). The proportion
of true positives is also known as the sensitivity of forecasts, and the proportion
of true negatives is known as the specificity of forecasts. Sensitivity measures
the ratio of true positives relative to all recessions, and specificity measures the
ratio of true negatives relative to all nonrecessions. Sensitivity and specificity
are both functions of the cutoff-value, c, and are defined as

PTP (c) =
1

nR

N
∑

t=1

1yt+k=ŷt+k=1 (12)

PTN(c) =
1

nNR

N
∑

t=1

1yt+k=ŷt+k=0 (13)

where nR denotes the number of recession periods (true positives plus false
negatives) and nNR denotes the number of periods that the economy was not
in a recession (true negatives plus false positives), where N = nR + nNR.

If the cutoff value reaches its upper bound a forecasting model never pro-
duces signals, so that there are no true positives and no false positives. For
such a cutoff value, it follows that PTP (c) = 0 and PTN(c) = 1, such that
1 − PTN(c) = 0. Conversely, if the the cutoff value reaches its lower bound
a forecasting model always produces signals, implying that there are no false
negatives, but many false positives. We have PTP (c) = 1 and 1−PTN(c) = 1.
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Different combinations of the proportion of true positives, PTP (c), and the
proportion of false positives, 1 − PTN(c), thus can be plotted by varying the
cutoff value, and a unit quadrant suffices to draw the resulting ROC curve. A
ROC curve shows, in a unit quadrant, combinations of the proportion of false
positives on the horizontal axis and the proportion of true positives on the ver-
tical axis. Beginning with a cutoff value fixed at its upper bound, an ROC curve
starts at the point [0, 0]. The ROC curve then monotonically increases as the
cutoff value decreases, and eventually the ROC curve approaches the point [1, 1]
as the cutoff value reaches its lower bound.

If recession forecasts are indistinguishable from pure noise forecasts for any
given cutoff value, such that always PTP (c) = 1− PTN(c), then the resulting
ROC curve coincides with the bisecting line in a unit quadrant. If recession
forecasts dominate a pure noise signal irrespective of the cutoff value then a
ROC curve settles above the bisecting line in the north-western part of a unit
quadrant because the rate of true positives should always exceed (except at
[0, 0] and [1, 1]) the proportion of false positives. More informative forecasts
result in ROC curves that move deeper into the the north-western part of a unit
quadrant. If recession forecasts perform worse than pure noise forecasts for any
cutoff value, then the resulting ROC curve settles below the bisecting line in
the south-eastern part of a unit quadrant. In this case, however, reversing the
definition of a signal again results in a ROC curve that lies above the bisection
line. Finally, if recession forecasts perform better than pure noise forecasts for
some values of the cutoff value but not for others then a ROC curve emerges
that crosses the bisecting line.

The area, AUROC, under a ROC curve is a summary statistic of the per-
formance of recession forecasts. Perfect forecasts result in AUROC = 1 because
the corresponding ROC curve hugs to the top left corner of a unit quadrant.
Forecasts that are indistinguishable from pure noise forecasts result in AUROC
= 0.5 because the ROC curve coincides with the bisecting line. Finally, if re-
cession forecasts systematically perform worse than pure noise forecasts then
AUROC < 0.5. In this case, reversing the definition of a signal implies that
again AUROC > 0.5.

The AUROC statistic can be estimated using a non-parametric approach
that makes use of the result that the AUROC statistic is linked to the Wilcoxon-
Mann-Whitney U statistic (Bamber, 1975; Hanley and McNeil, 1982). Like
(Greiner et al., 2000, page 38−39), we compute the AUROC statistic as follows:

AUROC =
nNRnR − U

nNRnR

, (14)

where U = R − 0.5nNR(nNR + nR) denotes the two-sample Mann-Whitney
rank-sum test, and R denotes the rank sum of the nonevents.

We compute confidence bands for the AUROC statistic either by means of
simulations or using the formula for its standard error, σAUR, given by Hanley
and McNeil (1982) and Greiner et al. (2000) as

σAUR =

√

A+B + C

nNRnR

, (15)

where A = AUROC(1 − AUROC), B = (nR − 1)(Q1 − AUROC2), C =
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(nNR − 1)(Q2 − AUROC2), with Q1 = AUROC/(2 − AUROC) and Q2 =
2AUROC2/(1 +AUROC).

3 Data

3.1 Defining Recessions

Defining a benchmark for recession periods is difficult as what constitutes a
“recession” is controversial. Most researchers who study U.S. data refer to the
understanding of a recession as coined by the NBER Business Cycle Dating
committee National Bureau of Economic Research (2014): “During a recession,
a significant decline in economic activity spreads across the economy and can
last from a few months to more than a year. Similarly, during an expansion,
economic activity rises substantially, spreads across the economy, and usually
lasts for several years.” In determining recession periods, the committee makes
a broad assessment of the overall state of the economy, an approach which is
in the tradition of Burns and Mitchell (1946). This so-called “classical” un-
derstanding of business cycles is in contrast to the alternative understanding
of business cycles as deviations from a long-term trend or potential GDP. In
applied research, some efforts have been made to find algorithms that mimic
the decisions of the NBER dating committee for U.S. data (Bry and Boschan,
1971; Harding and Pagan, 2003). Such algorithms render it possible to apply the
NBER concept also to other countries than the United States. The OECD uses
a modified version of the Bry and Boschan (1971) approach as well. Due to its
political importance, and to make our results comparable to reference papers us-
ing U.S. data, we define recessions in the “classical” sense. Because no “official”
business cycle dating committee exists for Germany, throughout our analysis
we refer to the dating of peaks and troughs as published by the Economic Cy-
cle Research Institute (2013). Figure 1 shows the industrial production index
(5 months centered moving average) for Germany with the recession periods
(shaded areas) according to the ECRI definition. The ECRI recessions periods
nearly perfectly track the swings in the production cycle and are in line with
earlier results reported by Artis et al. (1997), Kholodilin (2005), and Schirwitz
(2009), and OECD (2015).

3.2 Selection of Leading Indicators

In earlier literature (Lindlbauer, 1997; Fritsche, 1999; Fritsche and Stephan,
2002; Drechsel and Scheufele, 2012), various time series have been suggested as
leading indicators of the German business cycle in general and German reces-
sions in particular (Fritsche and Kuzin, 2005; Theobald, 2012). Like Drechsel
and Scheufele (2012), we select leading indicators from the following groups of
indicators: (i) financial indicators, (ii) surveys, (iii) real economy variables, (iv)
prices, and (v) composite leading indicators. Table 1 lays out the indicators
that we study in this research.

We select leading indicators for the following reasons:

1. Long-term availability: As recessions are rare events, we need indicators
that are available for long time spans (since the early 1970s preferably).
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Figure 1: The German Business Cycle

Note: Production index: 5-month centered moving average, Before 1991: West German data
spliced in. Shaded areas: Recession phases. Data sources see Table 1.

2. Vulnerability to revisions: Several macroeconomic time series are very
much prone to revisions (Croushore, 2011). Real-time data sets for Ger-
many, however, are only available for short time periods. We, therefore,
restrict our analysis to indicators which are timely observable and less
vulnerable to revisions.

3. Monthly availability: Because we want to analyze the forecasting perfor-
mance of leading indicators at different forecasting horizons and, further-
more, because we want to have available as many observations as possible,
we restrict our analysis to monthly data.

4. Granger causality at business-cycle frequency: König and Wolters (1972);
Wolters and Lankes (1989); Wolters et al. (1990); Wolters (1996); Fritsche
and Stephan (2002) argue that a necessary condition is that an indicator
shows a high coherence at business-cycle frequency with a representative
measure of the cycle. A sufficient condition for a reasonable leading indi-
cator is the well known concept of Granger causality (Granger, 1969).

Breitung and Candelon (2006) developed a formal and easy-to-apply test for
Granger causality in a frequency-domain setting. Application of their test to
all indicators with respect to the annual change in industrial production results
in a rejection of the null hypothesis of no causality for all indicators at least
at some business-cycle frequencies, with the U.S. short-term interest rate being
an exception. Detailed test results along with a figure showing the leading
indicators and a table summarizing the results of unit-root tests are reported
at the end of the paper (Appendix).

The unit-root tests show that the transformations of the leading indicators
detailed in Table 1 result in stationary time series. One exception is the inflation
rate, which may be nonstationary. Estimating the BRT approach on the first
difference of the inflation rate gives results (not reported, but available upon
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Table 1: Data & Sources

Series Source Link Trans-
forma-
tion

Group ID

Recession phases Economic Cycle
Research
Institute

Link None None RECESSION

Short term interest rates Deutsche
Bundesbank

Link None Finan-
cial

RK

Interest rate spread Deutsche
Bundesbank

Link None Finan-
cial

SPREAD

Order inflow industry Deutsche
Bundesbank

Link yoy Real ORDER

ifo business climate FRED / ifo
institute

Link None Survey CLIMATE

ifo business climate, current
situation

FRED / ifo
institute

Link None Survey CLIMATE SIT

ifo business climate,
expectations

FRED / ifo
institute

Link None Survey CLIMATE EXP

Consumer price index (CPI) Deutsche
Bundesbank

Link yoy Prices INF

OECD Stock Market Index OECD Monthly
Economic
Indicators

Link yoy Finan-
cial

STOCK

Industrial production Deutsche
Bundesbank

Link yoy Real PRODUCTION

OECD Consumer
Confidence

OECD Monthly
Economic
Indicators

Link None Survey CONSUMER CONF

U.S. Industrial production OECD Monthly
Economic
Indicators

Link yoy Real US PROD

Crude Oil Prices: West
Texas Intermediate (WTI)

FRED Link yoy Prices OIL

OECD leading indicator OECD Monthly
Economic
Indicators

Link None Compo-
site

OECD LEADING

Real Narrow Effective
Exchange Rate for Germany

FRED Link yoy Prices REER

U.S. Effective Federal Funds
Rate

FRED Link None Finan-
cial

RK US

Note: yoy denotes change over previous year. FRED: Federal Reserve Bank of St. Louis
database.
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request) that are qualitatively similar to the results we shall report in Section 4.
The unit-root tests use maximum number of monthly data available because it
is well-known that the power of unit-root tests depends on the length of the time
period covered by the data rather than on the number of observations given a
time period (see Sephton, 1995). Because data availability differs across leading
indicators, we also report the start period for every leading indicator. While
data for some leading indicators trace back to 1960, data on the real effective
exchange rate are available starting in 1964 and data on consumer confidence
are available starting in 1973. Because the real effective exchange rate could be
an important leading indicator for an open economy like Germany and consumer
confidence is a popular leading indicator, we use in our empirical analysis mainly
data starting in 1973/1, but in Section 4.9 we shall estimate a smaller model
that does not feature the real effective exchange rate and consumer confidence
on an extended sample period starting in the early 1960s.

Table 2: Results for Individual Probit Models

Leading indicator Pseudo R2 Pseudo R2 AUROC S.E. AUROC S.E.
Forecast horizon 3 months 6 months 3 months 6 months
RK 0.3578 0.3943 0.8527 0.0214 0.8668 0.0205
SPREAD 0.3735 0.4247 0.8773 0.0198 0.8944 0.0186
ORDER 0.0648 0.0193 0.7453 0.0262 0.6468 0.0284
CLIMATE 0.1271 0.0447 0.7449 0.0262 0.6438 0.0284
CLIMATE EXP 0.2021 0.0955 0.8278 0.0228 0.7347 0.0265
CLIMATE SIT 0.0990 0.0309 0.7162 0.0270 0.6230 0.0287
INF 0.2403 0.2424 0.8086 0.0237 0.8108 0.0236
STOCK 0.1856 0.1269 0.8267 0.0229 0.7871 0.0247
PRODUCTION 0.0415 0.0117 0.6903 0.0276 0.5992 0.0289
CONSUMER CONF 0.1117 0.0411 0.7350 0.0265 0.6438 0.0284
US PROD 0.0771 0.0311 0.7525 0.0260 0.6970 0.0275
OIL 0.0271 0.0484 0.5464 0.0290 0.5908 0.0289
OECD LEADING 0.1348 0.0452 0.7896 0.0246 0.6751 0.0279
REER 0.0015 0.0012 0.5456 0.0290 0.5460 0.0290
RK US 0.0510 0.0696 0.5992 0.0289 0.6349 0.0285

Note: The Pseudo R2 is defined as (McFadden, 1974): PseudoR2 = 1− LL/LL0, where LL
denotes the value of the maximized log likelihood function of the estimated Probit model,
and LL0 denotes the value of the maximized log likelihood function of a Probit model that

features only a constant.

In Table 2, we present a baseline analysis of the predictive power of indi-
vidual leading indicators as measured in terms of the Pseudo R2 and AUROC
statistics. Both statistics are derived using univariate Probit models estimated
on the full sample of data and assuming a fixed forecast horizon of three and six
months, where the models feature an intercept and a leading indicator as the
only variables. The AUROC statistics are computed for the estimated recession
probabilities.

The short-term interest rate and the term spread have the largest Pseudo
R2 and AUROC statistics, followed by stock market returns and the inflation
rate. The business-climate indicators Pseudo R2 and AUROC statistics imply
that the indicators are mainly useful at a forecast horizon of three months.
The oil price, the real effective exchange rate, and the short-term U.S. interest
rate have the lowest AUROC statistics at both forecast horizons, and their
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Pseudo R2 indicates a rather poor fit. Hence, while the majority of leading
indicators have at least some power for predicting recessions, the informational
content differs across leading indicators and there is also some variation across
forecast horizons. In Section 4, we shall analyze this variation across leading
indicators and forecast horizons in more detail using the BRT approach, and
we shall analyze how the in-sample results reported in Table 2 change when we
turn to the analysis of out-of-sample forecasts. Moreover, because combining
leading indicators may have the potential to increase model fit we shall use the
BRT approach to study how the leading indicators can be combined in a unified
forecasting model in a meaningful way and how such a unified forecasting model
can take into account potential interaction effects of the leading indicators.

4 Empirical Results

4.1 Model Calibration

We use the R programming environment for statistical computing (R Core
Team, 2015) to carry out our empirical analysis. For estimation of the BRT
model, we use the add-on package “gbm” (loss function “Adaboost” Ridgeway,
2015). We allow for a maximum tree depth of 5, which should suffice to capture
potential interaction effects. The minimum number of observations per terminal
node is 5 and the shrinkage parameter assumes the value λ = 0.005, where rea-
sonable larger values give similar results. Our estimation strategy is to use 70%
of the data (sampling without replacement) to train the BRT model and 30% for
quasi out-of-sample model testing. We simulate this process 1,000 times to make
statistical inference, where we use five-fold cross validation to determine the op-
timal number of weak learners in every simulation run. In this respect, we fix the
maximum number of weak learners at M = 3, 000, but the cross-validated bias-
variance minimizing number of weak learners is typically much smaller. Across
all 1,000 simulations, the average number of optimal weak learners is approx-
imately 634 (standard deviation of roughly 118) when we study a forecasting
horizon of three months, and roughly 688 (standard deviation of about 121)
when we study a forecasting horizon of six months. Finally, we implement the
stochastic-gradient-descent boosting algorithm (Friedman, 2002) by selecting
50% of the training data at random in Step 3a of the gradient-descent-boosting
algorithm to built the next weak learner in the recursion.

4.2 Relative Importance of Leading Indicators

The relative importance of a leading indicator in a regression tree is defined as
the sum over nonterminal nodes of the squared improvement resulting from using
a leading indicator to form splits (Breiman et al., 1984), where this definition
extends to boosted tree ensembles by averaging across weak learners (Friedman,
2001). In our application, we further average across simulation runs.

Figure 2 shows that, according to this definition, the short-term interest
rate and the term spread are the two most influential leading indicators. While
the term spread is relatively more important if the forecasting horizon is three
months, the short-term interest rate is relatively more important if the forecast
horizon is six months. The relative importance of stock market returns and
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Figure 2: Relative Importance of Leading Indicators
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business-climate indicators ranges between 8% to 10% for a forecast horizon of
three months. While the relative importance of the business-climate indicators
decreases when we switch to a forecast horizon of six months, the relative impor-
tance of stock market returns increases somewhat to approximately 11%. For
U.S. data, Estrella and Mishkin (1998) also find that stock prices have predic-
tive value for recessions, especially at forecast horizons from one quarter to three
quarters, and Farmer (2012) emphasizes the predictive value of the stock market
for the unemployment rate. The other leading indicators have a relative impor-
tance of at or below roughly 5%. Hence, although they are much less important
than the short-term interest rate and the term spread, the BRT approach occa-
sionally uses the informational content of these other leading indicators for tree
building.

The general message of the relative importance plot reported in Figure 2
does not change when we analzye a dynamic model by adding three lags of
every variable to our vector, xt, of leading indicators (results not reported, but
available upon request). This robustness stems from the insensitivity of the BRT
approach to the inclusion of irrelevant predictors in the set of leading indicators.
Its robustness is an important feature of the BRT approach given that earlier
researchers have found that “overfitting is a serious problem in macroeconomic
predictions. Even when only a few variables are used, the addition of a single
variable or another lag of a variable can undermine the predictive power of a
parsimonious model” (Estrella and Mishkin, 1998, page 55).

We also note that we assume throughout our analysis that, as in the re-
search by Ng (2014), our boosted forecasting models do not feature lags of the
response variable in the set of leading indicators. Modifying the BRT approach
to incorporate lags of the response variables in the set of predictors requires
few modifications relative to our analysis because the BRT approach can han-
dle different types of predictors. At the same time, adding lags of the response
variable complicates the analysis because forecasts computed by means of such
a modified BRT approach should be compared with forecasts from a dynamic
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Probit model. There are alternative ways of how to incorporate dynamics into
Probit models (lagged recession indicator, lagged latent state of the economy,
interaction terms; see Kauppi and Saikkonen, 2008). Moreover, computing fore-
casts becomes more difficult for a dynamic model and, in addition, the question
of when exactly a recession indicator is known to a forecaster such that he or
she can use the indicator to compute forecasts needs to be carefully addressed
(see Nyberg, 2010, who assums a lag of nine months).

4.3 Marginal Effects

Figures 3 and 4 (for forecast horizons of three and six months) show marginal ef-
fects obtained by fitting the BRT model on the training data, where the shaded
areas denote 95% confidence intervals computed across 1,000 simulation runs.
The marginal effects show the effect of a leading indicator (horizontal axis) on
the probability of a recession (vertical axis; measured at log-odds scale), where
the effects of the other leading indicators are controlled for using the weighted-
traversal technique described by Friedman (2001, page 1221). At the end of the
paper (Appendix), we plot histograms which shed some light on how often the
data visited different parts of the marginal-effect curves historically (although
their is no simple one-to-one correspondence because of the hierarchical struc-
ture of the weak learners; see Section 4.4 on interaction effects).

While the recession probability only slightly increases for low short-term
interest rates, it shows an abrupt increase, depending on the forecasting horizon,
at around 6%−8% and stays thereafter constant for higher interest rates. A
negative term spread is associated with a higher recession probability than a
positive term spread, where the log-odds ratio switches from a positive to a
negative value when the term structure is flat. The marginal effects further
show with respect to the stock market that the recession probability is lower in
times of bull markets and substantially increases in times of bear markets. The
marginal effects also recover how the recession probability gradually decreases
in the range of stock market returns from −40% to 20%.

The marginal effect estimated for order inflows is more or less flat, while
larger values of the business-climate indicators lead to a lower recession proba-
bility, an effect that is somewhat more visible for a forecasting horizon of three
months. The recession probability is rather insensitive to variations in the infla-
tion rate (forecasting horizon three months), production growth, the consumer-
confidence indicator, the OECD leading indicator (especially at a forecasting
horizon of six months), and the short-term U.S. interest rate. The recession
probability increases when the oil price increases, and this effect is stronger
at a forecasting horizon of six months. Fluctuations of the real effective ex-
change rate hardly affect the recession probability, where the marginal effect
for depreciations is estimated with less precision than the marginal effect for
appreciations.
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Figure 3: Marginal Effects (Forecast Horizon: 3 Months)
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Note: The horizontal axis shows the mean per quantile of 2.5% width of the leading indicators computed across all simulation runs. The thick line shows the
corresponding mean per quantile of the log-odds ratio computed across all simulation runs. The gray area denotes the 95% confidence interval computed for

every quantile.
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4.4 Interaction Effects

Figure 5 shows the recession probability (log-odds scale) as a function of the
short-term interest rate and the term spread for alternative realizations of stock-
market returns, where the BRT model is estimated on the full sample of data.
Stock market returns assume their sample minimum (bear market), their sample
mean (neutral market), and their sample maximum (bull market). Figure 5
shows that the recession probability corresponding to a high short-term interest
rate is smaller (and, in fact, the log-odds ratio is negative, implying that the
recession probability is smaller than 0.5) in times of a bull market than in
times of a bear market. Similarly, a positive term spread is associated with a
smaller recession probability in times of a bull market. Results further show
that the difference between the marginal effects computed for a bear market
and a neutral market is smaller than the difference between the marginal effects
computed for a neutral market and a bull market, highlighting the dependence
of the response of the recession probability on stock market conditions.

Figure 5: Interaction Effects: Influence of the Stock Market
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Panel B: Forecast Horizon: 6 Months
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4.5 ROC Analysis

Table 3 informs about the sampling distribution of the AUROC statistic as com-
puted from the simulated 1,000 samples of the quasi out-of-sample experiment
(30% test data). Apparently, the BRT approach yields a very good fit. The
AUROC statistic assumes values above 0.9 in all simulations, implying ROC
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Table 3: AUROC Statistics for the BRT Approach

Forecast horizon Mean CI lower bound CI upper bound
BRT Approach

3 months 0.9891 0.9657 0.9989
6 months 0.9823 0.9600 0.9958

BRT versus Simple Probit
3 months 0.1307 0.0692 0.2030
6 months 0.0959 0.0488 0.1643

BRT versus BMA Probit
3 months 0.1227 0.0624 0.1937
6 months 0.0912 0.0449 0.14865

Note: CI = 95% confidence interval. Test fraction: 30%. Number of simulation runs: 1,000.
For the comparisons of the BRT approach with the Probit approach, mean denotes the

average difference between the AUROC statistic for the BRT approach minus the AUROC
statistic for the Probit approach.

curves that settle in the vicinity of the north-western corner of a unit quadrant.
In order to put our results into perspective, we subject a simple Probit model

featuring all leading indicators to the same quasi out-of-sample forecasting ex-
periment, where we use the same random seed of training and test data. We
then subtract the simulated AUROC statistics for the Probit approach from
the AUROC statistics computed for the BRT approach. Table 3 shows that the
difference of the AUROC statistics is significantly positive.

Comparing the BRT approach with a simple Probit approach is a bit unfair.
The BRT approach combines the leading indicators by means of an ensemble of
regression trees to form recession forecasts, where the process of growing trees
accounts for the predictive power of the leading indicators. The simple Probit
approach, in contrast, throws all leading indicators into a single model without
weighting the leading indicators according to their importance. We, therefore,
next compare the BRT approach with a more sophisticated Probit approach.
To this end, we estimate on the training data obtained from the simulation runs
of our quasi out-of-sample forecasting experiment for every leading indicator a
Probit model. We then use the estimated Probit models to forecast recessions
using the test data generated in the context of our quasi out-of-sample fore-
casting experiment. Finally, we use Bayesian model averaging to build a single
recession forecast by combining weighted forecasts from the individual Probit
models. Specifically, like Berge (2015), we assume that the a priori probability
of each model is the same, and use a result derived by Raftery (1995, page 145)
to approximate the a posteriori probability, posti, of model i by means of the
Bayesian Information Criterion (BIC, Schwarz 1978) as follows:

posti = exp(−
1

2
BICi)/

N(xt)
∑

i=1

exp(−
1

2
BICi), (16)

where N(xt) denotes the number of leading indicators in xt. The BIC is com-
puted as BICi = −2LLi + 2n, where LLi denotes the maximized log likelihood
function of Probit model i, and the product 2n denotes the number of parame-
ters (in our case, an intercept plus the coefficient of the leading indicator being
studied under model i) times the number of observations in the training data.
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Table 3 shows the mean of the sampling distribution of the difference be-
tween the AUROC statistic for the BRT approach minus AUROC statistic for
the Bayesian model averaging (BMA) Probit approach along with the 95% con-
fidence interval of the sampling distribution. Simulation results (Table 3) show
that the BRT approach outperforms the BMA Probit approach in terms of the
AUROC statistic.

4.6 Recursive Estimation

The quasi out-of-sample forecasting experiment requires drawing random sam-
ples from the full sample of data to train the model. The remaining test data
are scattered across the sample so that information from business-cycle devel-
opments that occurred later in the sample are used in a kind of backtesting
experiment to study how the model performs on the test data. Hence, the
quasi-out-of-sample forecasting experiment most likely overestimates the out-
of-sample performance of the BRT approach (and the Probit approach). We,
therefore, present in Figure 6 results of an alternative, and empirically plau-
sible, out-of-sample experiment. We start this experiment by estimating the
BRT model on data up to and including 1989/12. We then use data for the
next quarter to make three monthly forecasts with the estimated BRT model.
At the end of the quarter, we reestimate the BRT model and use the reestimated
model to make the next three forecasts. We continue this recursive forecasting
and updating process until we reach the end of the sample period.

Figure 6: Out-of-Sample Performance
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Panel B: Forecast Horizon: 6 Months
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The results show that the model captures the beginning of the recession
of the early 1990s well. It also describes accurately the end of the recession,
where the recession probability gets unstable towards the end of the recession.
It is also interesting to note that the model accurately signals the beginning
and the end of the Great Recession. At the start of the recession of the early
2000s, the recession probability needs some time to gradually build up. The
recession probability also shows some remarkable upticks and downticks during
the recession. Notwithstanding, the AUROC statistic assumes a relatively large
value of 0.94 (0.91) for a forecasting horizon of three (six) months, where the
95% confidence interval ranges from 0.90 to 0.98 (0.86 to 0.95). As expected,
the overall out-of-sample forecasting performance of the BRT approach, thus, is
somewhat less impressive than in the backtesting quasi out-of-sample forecasting
experiment. The out-of-sample forecasting performance of the BRT approach,
however, still dominates a pure noise signal.

4.7 Variation Across Time

Figure 7 shows how the relative importance of the leading indicators has changed
since 1989/12 (on the stability of prediction models for U.S. and German in-
flation and real activitiy, see Estrella et al., 2003). The results for a forecast
horizon of three months show a trend decline of the relative importance of the
short-term interest rate from over 80% in the early 1990s to slightly above 20%
(see Figure 2) when the end of the sample period is reached. Results for a
forecast horizon of six months are similar, but the relative importance of the
short-term interest rate only drops to approximately 35%. The relative impor-
tance of the term spread, in contrast, substantially increases from a negligibly
small importance in the early 1990s to approximately 30% when the forecast
horizon is three months and about 20% when the forecast horizon is six months.

Figure 7: Changing Relative Importance of Leading Indicators
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Note: Black (red) solid (dashed) lines: Forecast horizon 3 (6) months.
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While the relative importance of the other leading indicators has stayed
more or less constant at a low level over the years, the relative importance
of the business climate indicators slightly increased, but only for a forecasting
horizon of three months. We also observe that the relative importance of U.S.
production growth has increased somewhat over time, an effect that is stronger
for a forecasting horizon of six months than for a forecasting horizon of three
months. The relative importance of stock market returns has experienced a more
substantial increase at both forecasting horizons. Consistent with the results
plotted in of Figure 2, the relative importance of stock market returns reaches
about 8% at the end of the sample for a forecast horizon of three months, and
approximately 11% when the forecasting horizon is six months.

Figure 8: Changing Marginal-Effect Curves
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Panel B: Forecast Horizon: 6 Months
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Figure 8 shows how the marginal effects for the short-term interest rate, the
term spread, and stock market returns have changed over time. The marginal
effects plotted in the figure are based on estimates of the BRT model on the full
sample period (including data up to and including 2014/12) and two shorter
sample periods (including data up to and including 1989/12, 1999/12). The
function that summarizes the marginal effects of the short-term interest rate
undergones a clockwise rotation as the sample period becomes longer. The
marginal-effect curve for the term spread, in contrast, shifts upward over time,
where the shift is more pronounced for a negative term spread than for a positive
term spread. The marginal-effect curve for stock market returns also exhibits
a shift across time. The recession probability in the longer sample periods is
higher in times of a bull market than in the shorter sample period (1989) for a
forecast horizon of three months. In addition, the recession probability in times
of a bear market is larger, in case of both forecast horizons, when we estimate
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the model on data ending in 2014/12 than in the two shorter sample periods.

4.8 Optimal Cutoff Value

We now use the ROC curves implied by the BRT approach to select an optimal
cutoff value, c. We start with an additive utility function given by (see Baker
and Kramer, 2007; Berge and Jordà, 2011)

U(c) = U11πPTP (c) + U01π(1− PTN(c))

+ U10(1− π)(1− PTN(c)) + U00(1− π)PTN(c), (17)

where π denotes the unconditional probability of a recession and Uij denotes
a forecaster’s utility if the forecast is i and the economy is in state j. The
first-order condition for a maximum yields

∂PTP (c)

∂r
= utility ratio×

1− π

π
, (18)

where r = 1 − PTN(c) and utility ratio = (U00 − U10)/(U11 − U01). Equation
(18) stipulates that the optimal cutoff value can be derived by equating the
slope of the ROC curve to the ratio of net utility of forecasts in non-recession
periods and the net utility of forecast in recession periods (see also Berge and
Jordà, 2011).

If we assume that a forecaster chooses a cutoff value so as to maximize a
utility function that is symmetric in the sense such that utility ratio = 1, then
maximizing utility is equivalent to maximizing the efficiency, E of forecasts
defined as E(c) = πPTP (c)+(1−π)PTN(c) (for a survey of approaches studied
in the ROC literature to select a cutoff value, see Greiner et al., 2000). If we
invoke the further assumption that the unconditional probability of a recession
is π = 0.5, then the utility-maximizing cutoff value maximizes the Youden index
(Youden, 1950), which is defined as Y (c) = PTP (c) + PTN(c) − 1. For our
data, the Youden index is suboptimal because we have π = 0.28.

Figure 9: Optimal Cutoff Values
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Note: Results for the recursive out-of-sample experiment. E = efficiency. Y= Youden index.
Left panel: forecast horizon 3 months. Right panel: forecast horizon 6 months.

Figure 9 shows the cutoff values that maximize the efficiency of forecasts
and the Youden index for the recursive out-of-sample experiment. Maximizing
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Table 4: Optimal Cutoff Values in the Quasi out-of-Sample Experiment

Index / Forecast horizon 3 months 6 months
Efficiency 0.9682 0.9514
Cutoff value 0.3604 0.3303
Youden index 0.9351 0.8964
Cutoff value 0.2316 0.1740

Note: Means computed across 1,000 simulation runs. Test fraction: 30%.

the effeciency of forecasts requires that a forecaster sets a cutoff value of 0.15
(0.24) for a forecast horizon of three (six) months. Hence, when the forecast
horizon is fixed at three months, the decision rule is: “Forecast a recession when
the recession probability implied by the BRT approach reaches 0.15.” For the
Youden index, the decision rule is to predict a recession whenever the recession
probability implied by the BRT model reaches the cutoff value 0.06 (0.03) when
the forecast horizon is three (six) months. This cutoff value is implausibly low,
but it reflects the curvature of the steep ROC curves shown in Figure 9.

Table 4 summarizes the implications of our quasi out-of-sample experiment
for the optimal cutoff values. The average optimal cutoff value that maximizes
the efficiency of forecasts is 0.35 and 0.22 for the two forecast horizons, and 0.34
and 0.18 for the Youden index. Further inspection showed that the optimal
cutoff values display substantial variability across simulation runs.

Figure 10: Asymmetric Loss and the Optimal Cutoff Value
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Panel B: Forecast Horizon: 6 Months
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Because studying business-cycle forecasts under asymmetric loss has become
increasingly popular in recent research (Elliott et al., 2008; Döpke and Fritsche,
2010; Pierdzioch et al., 2015), we relax in Figure 10 the assumption that the
utility function is symmetric in the sense described above. To this end, we use
a binormal model to approximate the slope of the discrete ROC curve depicted
in Figure 9 and then choose the optimal cutoff value to satisfy Equation (18)
for alternative values of the utility ratio (for a survey of various approximation
methods and references to the relevant literature, see Marzban, 2004). If the
utility of true recession forecasts is the same as the utility derived from true
non-recession forecasts, then utility ratio < 1 indicates that the disutility from
missing a recession exceeds the disutility from wrongly predicting a recession
when none occurs. Hence, if the disutility of missing a recession is relatively
large the optimal cutoff value is small, while the optimal cutoff value is large if
the disutility of predicting a recession that does not happen is relatively large.

The binormal model fits the ROC curve better for a forecast horizon of three
months than for a forecast horizon of six months. For both forecast horizons
the optimal cutoff value is an increasing function of the utility ratio (Figure
10). For a forecast horizon of six months, the optimal cutoff value even crosses
the 0.5 line and eventually becomes positive when the utility ratio becomes
large. Hence, a cutoff value of 0.5 can be optimal under asymmetric loss when
a symmetric loss function requires a deviation from such a cutoff value.

4.9 Robustness Checks

Apart from data on the real effective exchange rate and consumer confidence,
data for the other leading indicators trace back to the early 1960s (Section 3.2).
Next, we use this additional data for a robustness check. First, we use our result
that the real effective exchange rate and consumer confidence are not among the
top leading indicators. We delete the real effective exchange rate and consumer
confidence from our list of leading indicators and extend our sample period,
which now starts in 1961/1. Second, we use the modified dataset to change the
calibration of the BRT model. Specifically, we reduce the proportion of random
training data to 50%, implying that the quasi out-of-sample forecasting scenario
is now more challenging than in the previous subsections.

Figure 11 shows that the short-term interest rate and the term spread are
the top leading indicators. For a forecast horizon of six months, the interest-
rate indicators are followed by the stock market. For a forecast horizon of three
months, the stock market competes with the business climate indicators, and
the dominance of the interest-rate indicators further strengthens. Figure 11
further shows that adding more than ten years of monthly data to our sample
period has left the marginal-effects curves for the interest-rate indicators and
stock market returns qualitatively unaffected.

Table 5 shows that the competitive performance of the BRT approach rel-
ative to a simple and a BMA Probit approach also can be observed for the
extended dataset and the modified model.
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Figure 11: Marginal Effects for the Modified Model

Panel A: Forecast Horizon: 3 Months

RK

SPREAD

ORDER

CLIMATE

CLIMATE_EXP

CLIMATE_SIT

INF

STOCK

PRODUCTION

US_PROD

OIL

OECD_LEADING

RK_US

Relative importance (in %)

0 10 20 30 40 50
0 2 4 6 8 10 12 14

-5
-4

-3
-2

-1
0

1

RK

R
e

s
p

o
n

s
e

 (
lo

g
-o

d
d

s
 s

a
c
le

)

-4 -2 0 2 4

-5
-4

-3
-2

-1
0

1

SPREAD

R
e

s
p

o
n

s
e

 (
lo

g
-o

d
d

s
 s

a
c
le

)

-60 -40 -20 0 20 40

-5
-4

-3
-2

-1
0

1

STOCK

R
e

s
p

o
n

s
e

 (
lo

g
-o

d
d

s
 s

a
c
le

)

Panel B: Forecast Horizon: 6 Months
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Note: Results for the modified model. The random training data comprises 50% of the data. The extended sample period starts in 1961/1. Number of
simulation runs: 1,000.
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Table 5: Comparison of the BRT Approach With a Probit Approach (AUROC,
Modified Model)

Forecast horizon Mean CI lower bound CI upper bound
BRT Results

3 months 0.9721 0.9525 0.988
6 months 0.9635 0.9358 0.981

BRT versus Simple Probit
3 months 0.1391 0.1011 0.1779
6 months 0.1092 0.0761 0.1481

BRT versus BMA Probit
3 months 0.1256 0.0681 0.1763
6 months 0.0987 0.0592 0.1446

Note: Results for the modified model. The random training data comprises 50% of the data.
The extended sample period starts in 1961/1. Number of simulation runs: 1,000.

Table 6: Results for the QPS Measure (Modified Model)

Forecast horizon Mean CI lower bound CI upper bound
BRT Results

3 months 0.0594 0.0388 0.0844
6 months 0.0701 0.0456 0.0989

BRT versus Simple Probit
3 months -0.0626 -0.085 -0.0436
6 months -0.0470 -0.064 -0.0290

BRT versus BMA Probit
3 months -0.0599 -0.0793 -0.0414
6 months -0.0449 -0.0636 -0.0262

Note: Results for the modified model. The random training data comprises 50% of the data.
The extended sample period starts in 1961/1. Number of simulation runs: 1,000.

As another robustness check, we use the quadratic probability score (QPS)
as an alternative performance measure to compare the BRT approach with the
Probit approach. The QPS is defined as

QPS =
1

N

N
∑

i=1

(P̂ (yt+k = 1|xt)− 1yt+k=1)
2, (19)

which can assume values between 0 and 1, where smaller values signal better
forecasting performance (for applications, see Kaminsky, 2006; Lahiri andWang,
2013; Savona and Vezzoli, 2015). Upon using our extended sample period, we
compute the QPS for the BRT approach and then subtract the QPS for the
Probit approach, where we use our quasi out-of-sample experiment to compute
the sampling distribution of the resulting relative QPS measure. A negative
relative QPS measure indicates that the BRT approach dominates the Probit
approach.

The results summarized in Table 6 show that the relative QPS is negative
for both the simple Probit model and the BMA Probit model, and the simulated
95% confidence intervals indicate that the performance of the BRT approach is
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significantly better than the performance of the Probit approach.

Figure 12: Results for Alternative Forecast Horizons
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Note: Results for the out-of-sample forecasting experiment. First forecast: 1980/1. The
modified model is updated every three months.

As a final robustness check, we plot in Figure 12 results for the AUROC
statistic and the QPS for alternative forecast horizons of up to one year. The
results are based on a recursive out-of-sample forecasting experiment, where
we analyze the extended dataset, which starts in 1961/1. The first forecast
is for 1980/1 and the model is recursively updated every three months. The
results show that the forecasting performance does not substantially deteriorate
when we consider a forecasting horizon somewhat beyond the three and six
months studied in the other parts of this research. The QPS function moderately
increases in the forecasst horizon and the AUROC statistsic remains safely above
the pure noise benchmark of 0.5 even for a forecast horizon of twelve months.

5 Concluding Remarks

From the viewpoint of applied business-cycle forecasting, machine-learning tech-
niques are not a substitute for experience in business-cycle forecasting in gen-
eral and in interpreting changes in estimated recession probabilities in particu-
lar. Our empirical results, however, show that machine-learning techniques can
yield important insights into how an economy works. The BRT approach that
we have studied in this research is a machine-learning technique that yields a
competitive forecasting approach as compared to variants of the popular Probit
approach. The BRT approach can complement the Probit approach as an in-
strument useful for practical business-cycle analysis, but it also has additional
features. One feature is that the BRT approach is a natural modelling platform
for analyzing the relative importance of leading indicators. Another feature is
that the BRT approach makes it possible to study complicated marginal effects
of leading indicators on the recession probability. The BRT approach also helps
to recover the complex ways in which leading indicators interact in predicting
recessions.
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Our results show that the short-term interest rate and the term spread are
two important leading indicators of recessions in Germany. While the relative
importance of the short-term interest rate has decreased over time, the relative
importance of the term spread has increased. Interestingly, the relative impor-
tance of the stock market has increased somewhat over time. It is interesting to
investigate the role of the stock market in future research in more detail using
either the BRT approach or some other machine-learning technique. Our results
further show that the BRT approach can be a useful technique for the analysis
of economic policy. The changes in the relative importance of the short-term
interest rate as a leading indicator of recessions that we have detected clearly
have implications for monetary policy. Also interesting from a monetary-policy
perspective is the relatively small marginal effect of a variation in the short-term
interest rate when the short-term interest rate is close to its zero-lower bound.
Another result that is of interest for monetary-policy analysis, but also for eco-
nomic model building, concerns the dependence of the effect of a variation of
the short-term interest rate on the recession probability on the state of the stock
market. This state dependence deserves further attention in future research.

A natural extension of our research is to broaden the list of leading indicators
to include, for example, fiscal-policy indicators and additional asset prices. Asset
price that deserves special attention in this respeact are house prices. The BRT
approach lends itself to shed light on how movements in house prices affect the
probability of an upcoming recession. Because many interesting indicators are
not available for Germany for a long time span, we leave such an analysis to
future research.
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Bühlmann, P. / Hothorn, T. (2007): “Boosting Algorithms: Regularization,
Prediction and Model Fitting”, Statistical Science 22(4), 477–505.

Burns, A. F. / Mitchell, W. C. (1946): “Measuring Business Cycles”, National
Bureau of Economic Research.

Cottrell, A. / Lucchetti, R. (2015): GNU Regression, Econometric and Time-
series Library, version 1.9.92 (windows), http://gretl.sourceforge.net/.
Accessed: May 6, 2015.

Croushore, D. (2011): “Frontiers of Real-Time Data Analysis”, Journal of Eco-
nomic Literature 49(1), 72–100.

Drechsel, K. / Scheufele, R. (2012): “The Performance of Short-term Forecasts
of the German Economy Before and During the 2008/2009 Recession”, Inter-
national Journal of Forecasting 28(2), 428–445.

31

http://gretl.sourceforge.net/


Duttagupta, R. / Cashin, P. (2011): “Anatomy of Banking Crises in Develop-
ing and Emerging Market Countries”, Journal of International Money and
Finance 30(2), 354–376.
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Appendix

Table A1: Unit-Root Tests

Variable ADF-GLS test KPSS test

Start Speci-
fication

Value Speci-
fication

Value

Levels

Short-term interest rates 1960/1 c,12 −3.9325*** c,6 2.8482***

Spread 1960/1 c,12 5.4461*** c,6 0.4418***

Log of Order inflow 1960/1 c,t,12 1.3467 c,t,6 0.6630***

Business climate 1960/1 c,12 −2.7524*** c,6 0.4712***

Business climate, expectations 1960/1 c,12 −2.1642** c,6 0.8411***

Business climate, current situation 1961/1 c,12 −2.2678** c,6 0.6089***

Log of consumer price index 1960/1 c,t,12 0.3898 c,t,6 2.2250***

Log of share price index 1960/1 c,t,12 0.4103 c,t,6 0.7901***

Log of industrial production 1960/1 c,t,12 1.4608 c,t,6 0.9722***

Consumer confidence 1973/1 c,12 −2.3224** c,5 0.2147

Log of U.S. industrial production 1960/1 c,t,12 1.9838 c,t,6 0.8691***

Log of Oil price 1960/1 c,t,12 0.3994 c,t,6 0.8488***

OECD leading indicator 1961/1 c,12 −5.2996*** c,6 0.0978

Log of Real effective exchange rate 1964/1 c,12 −2.7829* c,6 1.0441***

U.S. short-term interest rates 1960/1 c,12 −1.8782*** c,6 2.7350***

Change over previous period

Short-term interest rates, mom 1960/2 c,12 −5.4279*** c,6 0.0622

Spread, mom 1960/2 c,12 −5.6049*** c,6 0.0131

Log of order inflow, yoy 1961/1 c,12 −4.7050*** c,6 0.1048

Business climate, mom 1960/2 c,12 −7.2522*** c,6 0.0271

Business climate. expectations, mom 1960/2 c,12 −6.1314*** c,6 0.0199

Business climate. current situation 1961/2 c,12 −6.9391*** c,6 0.0488

Log of consumer price index, yoy 1961/1 c,12 −1.9659** c,6 2.9269***

Log of share price index, yoy 1961/1 c,12 −2.5115** c,6 0.1831

Log of industrial production, yoy 1961/1 c,12 −1.8099* c,6 0.2988
Consumer confidence, mom 1973/2 c,12 −1.5504 c,6 0.0567
Log of U.S. industrial production, yoy 1961/1 c,12 −1.1906 c,6 0.5506

Log of Oil price, yoy 1961/1 c,12 −4.3552*** c,6 0.1099

OECD leading indicator, mom 1961/2 c,12 −6.0113*** c,6 0.0113

Log of Real effective exchange rate, yoy 1965/1 c,12 −3.5045*** c,6 0.0924

U.S. short-term interest rates, mom 1961/1 c,12 −6.2505*** c,6 0.0832

Notes: *** (**, *) denotes rejection of the null hypotheses at the 1 (5, 10) % -level. ADF-GLS
refers to the unit-root test proposed by Elliott et al. (1996). The critical values for the ADF-
GLS-test are from MacKinnon (1996). KPSS refers to the test proposed by Kwiatkowski et al.
(1992).“c” denotes that the model includes a constant, “t” denotes that the model includes a
deterministic trend, and the number denotes how many lags of the endogenous variable are
included in the model. mom denotes change over previous month, yoy denotes change over
previous year. Computations have been undertaken with the R-package developed by Wuertz
(2013).
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Figure A1: Leading Indicators
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Figure A2: Results of the Breitung and Candelon (2006) Test
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Note: The test was performed at each of 50 frequencies, equally spaced in the sequence
{0, π}. The figures show the test values jointly with a 5% critical value (refers to the null
hypothesis of no causality). The computations were performed using gretl (Cottrell and
Lucchetti, 2015) and the package “BreitungCandelonTest” developed by Schreiber (2015).
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Figure A3: Histograms of the Leading Indicators
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