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Abstract

This study contributes to the literature attempting to document the sunk-cost fallacy in laboratory. I study the bias in a simple experimental setting, void of the previously acknowledged psychological roots of the sunk-cost fallacy. Under this design (i) the subjects have the possibility to partially recoup the investment in the initial course of action, (ii) the alternative course of action is made explicit and obvious and (iii) the associated returns of each course of action are deterministic. The sunk-cost fallacy hypothesis is not confirmed on the sample as a whole. However, I find evidence of its manifestation on subsamples for which I make the conjecture of having a better comprehension of the experimental task. Nevertheless, the bias appears to be independent of the size of the investment in the initial course of action. After controlling for mistakes in decisions and the effort put in the experimental task, I find that higher cognitive ability subjects are more prone to the bias. Finally, I argue that the previously acknowledged psychological drivers of the sunk-cost fallacy are not needed for the bias to manifest itself. Instead, I put forward the realization utility as the most likely underlying reason behind the manifestation of the sunk-cost fallacy under the current design.
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1 Introduction

Normative economic theory indicates that only marginal costs and benefits should matter for decision making; therefore, costs incurred in the past are irrelevant for future marginal payoffs. Nevertheless, actual human behavior often violates this theory and people tend to account for historical costs. Thaler (1980) labeled people’s failure to ignore sunk costs as the sunk-cost effect, also called sunk-cost fallacy or Concorde fallacy after the famous airplane development project of the British and French governments (Arkes & Ayton 1999).\textsuperscript{1} In common language, the fallacy of sunk cost is the irrational behavior of ”throwing good money after bad.”, i.e. once found on a course of action to which they committed an investment (e.g. time, money, effort), people continue to stay on that course of action and invest even more resources despite it being unprofitable.

As Thaler (1980) points out, gathering field evidence to test the sunk-cost fallacy hypothesis is often hindered by problems of self-selection. Hence, evidence of the sunk-cost fallacy has been thus far limited to hypothetical scenarios and field experiments, while efforts for documenting it in laboratory are still surprisingly scarce and provide mixed evidence (Ashraf et al. 2010). On the one hand, hypothetical questions lack saliency and the subjects are always asked to imagine various scenarios based on which they state their decisions. On the other hand, field experiments are most of the time contextual and use real commodities (Harrison & List 2004). This interferes with subjects’ unobserved Bayesian priors and experience in relation to the particular experimental context. At the same time, it is not unreasonable to conceive that (consumptions) decisions in the field are rarely individual. Hence, rather than observing individual behavior, very often the experimenter observes a group behavior (e.g. family or couple), which is affected by the relative bargaining power in the group’s decision making.

In this paper I design a lab experiment in which subjects fall into three different groups depending on the size of the cost they pay for entering an initial course of action, i.e. the sunk cost. This cost can be either zero or positive. If the cost is positive, then it can be either low or high. Once found on the initial course of action, the subjects are offered a possibility to revert from it, towards accomplishing a given experimental goal. Moreover, they are explicitly given the alternative course of action to the initial course of action. In addition, the returns offered by each course of action are non-stochastic and they are known by the subjects. Therefore, the decision environment in this experiment is void of ambiguity and uncertainty.\textsuperscript{2}

\textsuperscript{1}Throughout, I will use these terms interchangeably.

\textsuperscript{2}For example, Tan & Yates (1995) find that the explicit specification of the expected future returns
The experimental parameters set the full adoption of the alternative course of action and the total abandonment of the initial one as the rational choice. The results show a surprisingly small adoption of the alternative course of action even for those subjects who enter the initial course of action in a costless manner. This motivates the restriction of the analysis to subsamples which I conjecture to have a good comprehension of the experimental task. Under this restriction, indeed, I find that there is a significantly higher adoption of the alternative course of action in the group of subjects who entered the initial course of action free of charge relative to those who incurred a cost. In addition, cognitive ability appears to increase the treatment effect, i.e. higher cognitive ability subjects are more prone to the sunk-cost fallacy.

The motivation of this paper is twofold. On the one hand, as already discussed, the scarce and mixed evidence of the sunk-cost fallacy in lab experiments leaves room for yet another experiment attempting to document the fallacy. On the other hand, this study aims at shedding some light on the reasons behind its manifestation. The literature has identified several psychological channels for explaining the sunk-cost bias. First, cognitive dissonance makes it hard for people to admit they made wrong decisions in the past. Hence, in order to rationalize their past decisions they resort to ex-post self-justification by investing even more resources into an unprofitable course of action. Second, the literature on ambiguity aversion has pointed to the sunk-cost fallacy as being one of the anomalies generated by the aversion to uncertainty (AlNajjar & Weinstein 2009). Third, Thaler (1980) used the prospect theory, specifically the loss aversion, to explanation why people fall pray to the sunk-cost fallacy. Instead, the current study attempts to identify the sunk-cost fallacy in an environment void of the above-mentioned psychological drivers. Hence, the main contribution is that of showing that the previously acknowledged psychological channels for the manifestation of the sunk-cost fallacy are not necessary for the bias to make itself visible. Moreover, I put forward the realization utility (Barberis & Xiong 2012) as the most plausible mechanism behind its manifestation. The realization utility hypothesis suggests that people feel a burst of pain when a loss is realized and, therefore, avoid or delay the realization of this loss.

The experimental manipulation consisted of three groups, which differ with respect to the sunk cost incurred: one control group and two treatments. Subjects in each group were asked to make decisions regarding two assets, which I shall label as A, the initial asset, and B, the alternative asset. Each group was randomized between subjects, within each experimental session. The initial endowment of the control group consisted of 40 units of asset A and 900 Experimental Euros (EE). The treatment groups decreases the sunk-cost bias.
were endowed only with cash and, instead, were offered to buy the 40 units of asset A from the experimenter. Hence, they had to make a binary choice between buying the 40 units of asset A and not buying any unit of asset A. The two treatment groups represent two levels of sunk-cost, low and high sunk-cost, respectively. A subject in the low sunk-cost condition faced an ask price of 100 EE, while one in the high sunk-cost condition was asked 200 EE for each unit of asset A. However, before making their purchase decision the subjects were informed that they will be able to sell the 40 units back to the experimenter at the end of the session, for a price of 300 EE. This was meant to create a strong incentive for investment since it resulted in a sure profit of 200 and 100 EE, respectively by selling them back to the experimenter. The cash endowments for the treatment groups were chosen such that, if the subjects decided to buy the 40 units of asset A, after the purchase they were left with the same amount of cash as the initial cash endowment of the control group. Therefore, after the investment stage, the financial position of the subjects was the same across all groups: 40 units of asset A and 900 EE. This overcomes income effects in decisions.

The subjects who decided not to buy the initial asset kept their initial cash endowment and made no further decisions during the main sunk-cost experiment. Therefore, they were excluded from the sample of interest. Despite the strong incentive for buying the initial asset, there was still a small percent of subjects who preferred to keep the initial cash endowment. At this point, the reader might be concerned that this procedure introduces a self-selection problem. However, as I will argue, this is very unlikely to affect the results of the data analysis. First, it should be noted that at the time of the purchase decision the subjects did not know about the upcoming stages of the experiment. Therefore, their decision to buy the 40 units of the initial asset had no particular motivation, except that they could make a sure profit. Second, the subjects who chose not to invest in the 40 units of asset A were asked to wait in the lab until the end of the session. Therefore, the opportunity cost of time is also excluded from the explanation of why some subjects choose not to invest. However, the only plausible explanation for their decision to choose the status-quo is that they had a poor understanding of the experimental task or they preferred not to engage in a cognitive effort entailed by the continuation of the experiment.

After the endowment with the initial asset was completed, either free of charge or for a cost, subjects in all groups were informed that their task in the experiment was to collect exactly 50 units of asset A and/or B, in any combination. Moreover, they were told that assets A and B have the same redemption value. For achieving the 50 units of asset A and/or B, the subjects in all groups had one single opportunity to engage
in trade with asset $A$. Thus, they could buy more units of asset $A$ \cite{Note1}, sell all or some of them up to the endowment of 40 units, or keep all of the 40 units. Following the subject’s trading decision, any missing unit for achieving the 50 units was automatically filled with units of asset $B$. Each unit of asset $B$ had a cost which was also known to the subjects. However, this cost was below the trading price of asset $A$, such that it made it optimal for the subjects in any treatment to sell all the 40 units of asset $A$ and buy the required 50 units of asset $B$. It should be pointed out that the trading price, which was given and known to the subjects before they made their trading decisions, was lower than either of the initial purchase prices, i.e. the sunk costs of the treatment groups. This allows for part of the initial investment to always remain sunk and to disentangle the rational motive for re-sale from the pure speculative one.

Hence, any extra unit bought from asset $A$ is interpreted as escalation on the initial course of action, while any unit sold is a step towards de-escalation. Therefore, the confirmation of the sunk-cost fallacy would have the two treatment groups re-sell more of the initial asset than the control group, while the low sunk-cost treatment would re-sell more than the high sunk-cost treatment. Thus, varying the cost of the initial asset across the two treatment groups allows to test whether the sunk-cost fallacy is related to the size of the investment or rather to the mere fact of making an investment.

The results show no sunk-cost effect on the sample as a whole. This is mainly due to the fact that a large number of subjects were status-quo biased in the control treatment. In fact, only 27\% of the subjects in the control group recognized the optimal course of action, i.e. sold only 40 units of asset $A$, while in all treatments together only 18\% of the subjects recognized it. Moreover, the average units of asset $B$ used by the control group was 22 units, which is significantly below the optimal number of 50. This raises the concern that many of the subjects had a poor understanding of the experimental task. Therefore, I perform post-hoc analysis on subsamples which I conjecture to have had a better comprehension of the experimental task. Indeed, this analysis reveals a clear sunk-cost effect. Precisely, there are significant differences between the control group and each of the sunk-cost treatments, but the difference is not significant between the two sunk-cost treatments. This result suggests a sunk-cost effect which is independent of the size of the investment and it supports the finding of Ashraf et al. (2010) that paying something results in more use than paying nothing. In sum, conditional on understanding the experimental task, I find confirmation of the sunk-cost fallacy, even in the obvious and non-stochastic decision environment of this experiment, void of the

\begin{footnote}{Note that, given the target of 50 units, the maximum number of units of asset $A$ one could buy was 10.}\end{footnote}
previously acknowledged psychological roots of the bias.

Further, the suspicion that many subjects did not have a full grasp of the experimental task suggested a more detailed analysis of the effect of the cognitive ability, on the use of the alternative asset. The score of the cognitive ability test, which was administered as the second part of the experimental session, was used as a proxy for the comprehension of the experimental task. Indeed, regression analysis indicates that the cognitive ability score is a significant explanatory variable for the use of the alternative asset in the control group. This suggests that the (lack of) cognitive ability predicts mistakes in decisions, which, under the design of this experiment it translated into status-quo bias rather than sunk-cost bias. Moreover, the analysis shows a statistically significant effect of the interaction between the treatment and the cognitive ability score. This points to the fact that high-cognitive ability subjects might to be more prone to the sunk-cost bias. However, this interpretation cannot be separated from the alternative interpretation that exactly because they understood the experimental task better, the high-cognitive ability subjects are more likely to exhibit the bias.

Notwithstanding the fact that the results of this study might not be robust to replications, mainly due to subjects’ poor understanding of the experimental task, they do open a discussion on the effect of the cognitive ability on the manifestation of the sunk-cost fallacy. To the best of my knowledge this explanation was not explored or accounted for in the previous experimental studies of the sunk-cost fallacy. This may also explain why the sunk-cost fallacy was not confirmed in other laboratory experiments or it was even found in reverse (e.g. Friedman et al. (2007)). The remainder of the paper is organized as follows. The next section presents the existing literature on the sunk-cost fallacy. In Section 3 I describe the experimental design and the procedure employed in the paper. Section 4 presents the data analysis and the results. In Section 5 I discuss some potential applications derived from the current design and Section 6 concludes.

2 Existing Literature

Arkes & Blumer (1985) is, perhaps, the most prominent paper documenting the sunk-cost fallacy. Their field experiment was able to capture the difference in behavior among three groups of theater season tickets buyers, who were randomly chosen to pay different prices: full price and two levels of discounted prices. The experiment shows that those who paid the full price of the ticket visited the theater more often during the season than those who paid a discounted price. Further, using situational questionnaires, the paper ascertains that people with training in economics are not less prone to failing to ignore the sunk
cost than those without economics training. Similarly, my experiment allows to draw conclusions regarding differences in the manifestation of the sunk-cost fallacy for the subjects with economics versus non-economics training.

Considered to be the second field experiment investigating the sunk-cost fallacy, Ashraf et al. (2010) employ a randomized control trial in Zambia to test whether higher prices induce more product use. Their experimental design is able to isolate the sunk-cost effect from the self-selection effect, but they find no evidence of the sunk-cost effect, at least in the domain of health products used in their study. Their experimental manipulation is inspired by the unexpected random discount in the offer price manipulated by Arkes & Blumer (1985). However, unlike Arkes & Blumer (1985) and similar to my design, they also include a treatment with zero transaction price. Using this treatment they test the hypothesis of paying a positive price versus paying zero price and they find a sunk-cost effect, although not statistically significant. Interestingly, Ashraf et al. (2010) find evidence of the sunk-cost effect in households’ answers to hypothetical questions, which is, however, inconsistent with households’ actual behavior. This result seems to undermine the reliability of the findings from previous studies based on hypothetical questions, and reinforces the need for more laboratory experimental work in order to discriminate among the mixed evidence.

Further, Roodhooft & Warlop (1999) use hypothetical scenario questions in the field. They found that hospital managers significantly under-engage in outsourcing of catering services when they are told to imagine that prior to the decision of outsourcing, the hospital had an in-house production of meals. This effect is even stronger when they are told that in the event of outsourcing, they will have to make caterer specific investment. My design bears some similarities with their hypothetical Scenario 1 (the control) and Scenario 3 (the sunk-cost condition) in that it can also be applied to the decision to vertically disintegrate (e.g. holding the initial asset is equivalent to in-house production, while buying the alternative asset represents investment in switching to outsourcing). However, my design differs from their hypothetical scenario in two ways. First, outsourcing and in-house production can be used in combination, thus allowing to measure various degrees of the sunk-cost fallacy. Second, unlike in their scenario, my experiment allows for partially recouping the initial investment in the in-house production. The latter element should alleviate the sunk-cost fallacy.

It appears that most of the experimental literature investigating the sunk-cost fallacy makes use of contexts and situation, particularly in field studies where real goods are used. For this reason, the results obtained in such studies are rather confined to the context, the particular commodity used or the population treated. Along this line,
Tan & Yates (1995) showed that the decision to escalate on an initial course of action is sensitive to the context in which the problem is formulated. Again using hypothetical scenario questions, the authors show that students who had prior instructions in sunk-cost principles did ignore it when the context of the problem was similar to the textbook examples. However, they failed to do so when the decision reflected a real-life situation such as choosing between two resorts near Singapore. By contrast, my study attempts to examine the sunk-cost fallacy in a neutral environment, void of context, and thus void of *a priori* beliefs, preferences or learned norms.

I am aware of only three studies investigating the sunk-cost fallacy in laboratory. First, using lottery valuations as a measure of escalation of commitment, Phillips et al. (1991) show that when the sunk costs are made more transparent, they are more likely to be ignored. Nearly half of their subjects failed to ignore the sunk cost when this was not explicitly paid, but it was only a verbal commitment. However, only 19% of their subjects exhibited the bias when the sunk cost was made more salient through the physical act of paying the lottery ticket (the sunk cost in their experiment). In the same study they show that market forces can significantly alleviate the sunk-cost fallacy. Second, Friedman et al. (2007) devised a computer game to isolate factors which determine the sunk-cost fallacy. They asked subjects to use mouse clicks from a given budget of clicks in order to discover "treasures" on "islands" on which they arrived by paying a sunk cost, which can be either low or high. Their data fail to find a significant difference in the number of clicks on the "cheap" versus "expensive" islands. Most recently, Robalo & Sayagy (2013) document the manifestation of the sunk-cost fallacy on the use of information in decisions under risk. Their experiment shows that subjects over-weight costly information relative to free information and shift their beliefs towards extremes, which is not consistent with Bayesian updating. Finally, the authors argue that the loss aversion is a suitable explanation for the observed behavior of their subjects.

Apart from documenting the bias *per se*, the literature has also identified the main psychological drivers for the manifestation of the sunk-cost fallacy. These drivers are important if one intents to educate against the bias, since it is the cause rather than the symptom that one needs to treat. First, several studies argue that cognitive dissonance (or self-justification) is one root-cause for the manifestation of the sunk-cost fallacy. The reason is that people do not like to admit they made bad decisions in the past. Their need to appear rational to themselves and to others determines them to continue the initial course of action, despite the slim chances of success, in order to justify their past decision. Supporting this view, Staw (1976) finds that people are more committed to a previously chosen alternative if they are made responsible for that decision at an earlier point in
time, especially if this prior decision had negative consequences. Similarly, Bazerman et al. (1984) find that being responsible for the existence of a sunk cost increases the amount of resources allocated for the continuation of the project, both at the individual and group level. Further, Arkes & Blumer (1985) found *ex post* rationalization of past decisions, i.e. the presence of the sunk cost generated inflated optimism. In the same vein, Knox & Inkster (1968) find that horse-race betters are more optimistic about the chances of success of their favorite horse immediately after committing a bet on it than before they made the bet. However, my experiment is designed such that self-justification cannot be an explanation for the sunk cost fallacy. The main argument comes from the way the information is supplied to the subjects. Specifically, when they decide on incurring the sunk cost, the only information they have is that this cost produces a sure return at the end of the experiment. Moreover, this return is explicitly specified and known in advance by the subjects. Since there is no deceiving in the experiment, the decision to invest is not only *ex-ante* optimal, but also *ex-post*. Therefore, there is no reason for self-justification on the side of the subjects.

Second, in their theoretical study, AlNajjar & Weinstein (2009) argue that, in a dynamic setting, a decision maker with Ellsberg preferences (this type of preferences is consistent with ambiguity aversion) fails to ignore sunk costs. The only experimental endeavor, of which I am aware, to explicitly investigate the role of the ambiguity aversion in leading people to honoring sunk costs is that of van Dijk & Zeelenberg (2003). However, they manipulated ambiguity with respect to the size of the sunk cost rather than with respect to the returns. They find that when the size of the sunk cost is ambiguous (no probabilities associated), the sunk-cost fallacy is lower compared to the case in which this size is specified. However, if ambiguity is manipulated with respect to the returns, it is expected to increase people’s tendency to account for sunk costs. Indeed, Tan & Yates (1995) find that the simple mentioning of the expected returns (the elimination of the ambiguity) reduces the sunk-cost bias. While the authors do not label this finding as being the effect of the ambiguity aversion, they discuss how the inclusion of information about the expected returns competes with the inclusion importance of the sunk cost such that it decreases its effect importance. Since everything is stated in deterministic terms, the design of my study is void of any ambiguity feature, both with respect to the sunk cost and the returns. Therefore, ambiguity aversion cannot account for the manifestation of the sunk cost fallacy in this study.

Finally, using prospect theory (Kahneman & Tversky 1979), Thaler (1980) explains how the psychic accounting system leads individuals to account for sunk costs. Because of the convexity of the utility function in the domain of losses, the decrease in utility
from a loss is lower than the increase in utility from an equal sized gain. Therefore, as Arkes & Blumer (1985) argue, once the decision-maker is found in the domain of losses, she will be willing to take further risks in the hope of an eventual gain, i.e. people are risk lovers in the domain of losses. The experimental design of this paper does not put the subjects in the domain of losses, since after the initial investment their financial position is, in fact, higher than before the investment. Hence, my design also rules out the loss aversion as a root-cause of the sunk-cost fallacy.

3 Experimental Design

3.1 Treatments and parameters

Consider the situation in which a decision maker is pursuing a course of action towards achieving a given goal, at the time when she receives new information. At this point she learns that (i) for achieving the goal an alternative course of action is also available and (ii) she has the possibility of reverting from the initial course of action and partially recouping its investment. Given that according to the future costs and benefits it is optimal for the decision maker to abandon the initial course of action and adopt the alternative course of action, this experiment aims at investigating how much abandonment and how much adoption will occur. Failure to abandon the initial course of action is interpreted as sunk-cost fallacy, which, in this experiment, can occur in various degrees such that the sunk-cost fallacy can manifest itself in a continuous manner.

Formally, let us assume that there are two types of assets in the economy, asset $A$ and asset $B$. The goal of the decision maker is to accumulate $Q$ units of assets $A$ and $B$ in any combination. Furthermore, each asset has the same end unitary value $p$ regardless of its type. Next, let us suppose that the decision maker has already invested in $A_0 < Q$ units of asset $A$ for a unitary price $p^A_0$. Therefore, at the time of receiving new information the cost of purchasing the initial endowment of asset $A$, the amount $p^A_0 A_0$, is sunk. When new information arrives, the decision maker learns that she can trade (sell or buy) units of asset $A$ for a unit price $p^A_1$, and that she can buy units of asset $B$ for the unit price $p^B$, such that she can collect the $Q$ units. Let $A_1$ be the number of units of asset $A$ she decides to sell ($A_1 < 0$) or buy ($A_1 > 0$), i.e. how much to revert from the initial investment and how much to escalate on the initial investment, respectively. Hence, the problem of the decision maker is to choose $A_1$ and $B$ such that to maximize her payoff composed of the revenue from holding the $Q$ units of asset minus the cost of buying units of asset $B$, minus the cost (plus the revenue) from trading the
holdings of asset \( A \) and minus the sunk cost:

\[
\max_{A_1, B} \Pi = pQ - p_B B - p_1^A A_1 - p_0^A A_0
\]

such that

\[
Q = A_0 + A_1 + B
\]

\[
A_1 \geq -A_0 \text{ and } B \geq 0
\]

Substituting \( B \) from the constraint, it turns out that the rational solution is:

(i) if \( p_B > p_1^A \), then \( A_1 = Q - A_0 \) and \( B = 0 \)

(ii) if \( p_B < p_1^A \), then \( A_1 = -A_0 \) and \( B = Q \)

Case (i) says the it is optimal for the decision maker to keep the initial asset and buy more units of asset type \( A \) such that to complete the \( Q \) units. However, since case (ii) predicts the abandonment of the initial investment, thus allowing to identify the sunk-cost bias, the parameters of the experiment are chosen accordingly. Hence, the cost of the alternative course of action, \( p_B \), was chosen to be lower than the re-sale price, \( p_1^A \) of the initial course of action. Moreover, in order for part of the initial investment to always remain sunk, this price must always be below the initial purchase price, i.e. \( p_1^A < p_0^A \). The values of all experimental parameters are shown in Table 1 of Appendix A.

The experiment consists of three manipulations regarding the unit price, \( p_0^A \), of the initial investment in \( A \), as shown in Table 1. While all treatments received the same number of units of asset \( A \), the price paid for each unit was different. Subjects in treatments T100 and T200 were given an initial cash endowment and were asked to invest part of this endowment in acquiring 40 units of asset \( A \). They paid 100 and 200 Experimental Euros (EE), respectively, for each unit of asset \( A \). Moreover, the initial investment was a sizable amount from the initial cash endowment, i.e. 80% and 90% for T100 and T200, respectively. These are the sunk-cost treatments. Subjects in the control treatment T0 received the endowment of 40 units of asset \( A \) free of charge. In order to avoid income effects, the initial cash endowments were such that, following the investment, subjects in all treatments had the same financial position: 40 units of asset \( A \) and 900 EE. Thus, apart from the free endowment of 40 units of asset \( A \), subjects in

\[^4\]In order to avoid focal point effects or \textit{a priori} preferences, assets’ labels were randomized within treatments. Thus, in the same treatment, some subjects started with asset \( A \) and had \( B \) as the alternative asset, while other subjects started with asset \( B \) and had asset \( A \) as alternative. However, for the sake of exposition, I will continue using \( A \) for the initial asset and \( B \) for the alternative asset.
treatment T0 also received a cash of 900 EE. This amount of cash was chosen such that to allow for the purchase of the extra 10 units of asset A for achieving the total of 50 units, in case the subject chose to fully escalate on the initial course of action.

Under the design of this experiment, the sunk-cost fallacy hypothesis can be formulated as follows:

**Hypothesis.** Subjects in treatment T0 use more units of the alternative asset B than subjects in treatment T100, who, in turn, use more units than those in treatment T200.

Thus, the sunk-cost hypothesis is confirmed if the subjects in treatment T0 sell more units of the initial endowment than the subjects in treatment T100, who, in turn, will sell more than those in treatment T200.

### 3.2 Procedure

Seven experimental sessions were conducted during December 2012 and April 2013 in the CESARE laboratory at LUISS Guido Carli in Rome. A total of 153 subjects participated in the experiment and they were recruited online through the ORSEE system (Greiner 2004), from the subjects pool of the laboratory composed of students at LUISS. The participants belonged to Economics, Business Administration, Political Science, Communication Science and Law majors, out of which 67% were Economics or Business students. No subject participated in more than one session, i.e. the analysis of the treatment effect is carried out in a between-subject design. There were between 18 to 26 subjects in each session, with an average of 22 subjects per session. Each experimental session lasted for approximately one and a half hour, including subjects’ payment. The interface of the experiment was programmed in z-Tree (Fischbacher 2007). Snapshots of the experimental screens, containing the instructions, are presented in Appendix B.

Upon arrival to the lab the subjects were randomly assigned to a working station. All subjects in the room saw the introductory screen in Figure 1. The instructions on this screen were read aloud by the experimenter. Subsequently the subjects followed the instructions on their respective screens and took their decisions individually. Every experimental session had three parts. The first part consisted of the main sunk-cost experiment. Subjects’ payment for this part of the experiment was based on an exchange rate of 1500 EE for 1 euro. In the second part, all subjects (including those who chose not to invest in the main sunk cost experiment) answered the Holt & Laury (2002) (henceforth, HL) risk preference elicitation questions which were payment-incentivized (see Figure 8). One pair of lotteries was then randomly selected and the subjects were paid according to the lottery they chose in that pair. The exchange rate was 1000 EE.
for 1 euro. Finally, all subjects answered a cognitive quiz composed of five questions, with the value of 0.5 euro for each correct answer. The first three questions in the quiz were the cognitive reflection test (CRT) of Frederick (2005) and the final two questions were selected from the math quiz in Benjamin et al. (2006). The complete quiz can be found in Appendix C. Cumulative earnings from all three parts of the experiment ranged between 5.1 and 17.6 euro, with an average of 13.7 euro per subject. At the end of the experiment the subjects answered demographic questions and they had the chance to give reasons for their decisions in an open-answer question.

In the main sunk-cost experiment, the three treatments were randomized within sessions, with positive probability of each treatment, in each session. After the introductory screen, the subjects were presented with a screen in which they were informed about their initial endowments (see Figure 2). Thus, those in T0 were informed that they were endowed with 40 units of asset A and 900 EE, while those in T100 and T200 were endowed only with cash in the amount of 4900 and 8900 EE, respectively (see Table 1). Unlike the subjects in T0, those in T100 and T200 had an additional screen in which they were offered to invest in exactly 40 units of asset A for a price of 100 and 200 EE respectively (see Figure 3). This was a take-it-or-leave it offer. If the subjects chose to invest, they continued the experiment with further decisions. If they chose not to invest, they were asked to wait quietly in their seats until the end of the session. In order to make the investment salient, for those who invested the following screen emphasized the change in their cash account and the holding of the 40 units of asset A (see Figure 4). In fact, during the whole experiment, the subjects could see their current financial position on the top-right corners of their screens.

Further, all subjects in T0 and those who invested in T100 and T200 faced the Trade decision (see Figures 5 and 6). At this stage they were told that they had to collect a total of 50 units of assets A and/or B, in any combination, and that they had the opportunity to trade (sell or buy) units of asset A, or keep the units they already posses. Trading was possible for a price which was randomly drawn from the uniform interval 50 to 90 EE, before they made their decision. The instructions emphasized that they had only one opportunity to trade and that asset B was automatically assigned given their trading decision such that in the end they would hold 50 units of assets A and/or B. Finally, the subjects were informed that each unit of asset B cost 30 EE and that the redemption value of each unit was 300 EE regardless of the type of asset, A or B. The experiment lasted for one period only.
4 Results

The data analysis is based on the sample composed of all subjects participating in the free treatment and those subjects in the sunk-cost treatments (T100 and T200) who decided to invest in the initial asset. I do not believe that this procedure poses any problem of self-selection for two reasons. First, the design creates a strong incentive for investment, since it was obvious that investing brings a sure profit. Second, at the time of the decision to invest the subjects were not aware of how and for what they could use the asset they bought. All they knew was that they could re-sell the asset for a higher price than the price paid for acquiring it. Nevertheless, out of the 105 subjects in the two sunk-cost treatments, 11 subjects (or 10%) still chose to keep the initial money endowment. The non-investors were significantly more in the T200, 8 out of 56, compared to 3 out of 49 in T100, reflecting the higher cash offered in this treatment but also the smaller profit from investing. One would expect risk aversion to be responsible for their decision of not investing, to the extent that they did not want to engage in a game of which they did not have enough information. However, this does not seem to be the case. Within the sample of non-investors, out of those who made consistent choices in the HL lotteries, only one subject exhibited risk aversion, switching to the risky lottery only at the eighth pair. The majority of the subjects who did not invest were closer to risk neutrality, switching at the fourth or fifth pair. In fact, the sample of non-investors has on average a lower number of choices for the ”safe” lottery than the sample who invested: 5.13 compared to 5.34. However, the only observable trait in which this sample seems to differ from that of those who invested, is the cognitive ability. Their average cognitive score was 2.27 correct answers as compared to 3.13 correct answers given by those who invested.\textsuperscript{5} Hence, one possible explanation for the decision of not investing despite its obvious benefit, is the refusal to engage in a cognitive effort entailed by the continuation of the experiment. Thus, the decision to buy the asset is unrelated to the intention of using it. This should minimize concerns of self-selection.

Having established this, the final sample of analysis consists of 142 subjects distributed as 48, 46 and 48 subjects in T0, T100 and T200 respectively. The variable of interest for testing the hypothesis of this study is the number of units of asset $B$ used by the subjects in their task of gathering 50 units of asset $A$ and/or $B$. The possible values of this variable range from 0, indicating full escalation of commitment, to 50, meaning full abandonment of the initial course of action. Precisely, values from 0 to 10 indicate escalation of commitment (the subject’s trading decision was to buy more units

\textsuperscript{5}Recall that the total number of questions in the cognitive quiz was 5.
of the initial asset or passively keep them), while values from 11 to 50 indicate partial to full deescalation of commitment (the subject recognized the optimality of selling at least one unit of the initial asset). Hence, the set-up of this experiment allows for a continuous manifestation of the sunk-cost fallacy, in the sense that the subjects are not asked to fully abandon or fully escalate on the initial investment, but they can choose intermediary positions.

In the formal analysis I use the non-parametric Wilcoxon-Mann-Whitney (WMW) test and I report exact p-values. Corresponding to this test, the alternative hypothesis of my study is that the number of units used from the alternative asset by the T0 subjects is greater than that used by the T100 subjects, which, in turn, is greater than the number of units used by the subjects in the T200 condition. However, before proceeding to the main analysis, let us first notice whether there are any differences in subjects’ individual characteristics across treatments. Descriptive statistics by treatments are presented in Table 2 of Appendix A. There are no significant differences among the three treatments with respect to the individual characteristics, except for the gender difference between T0 and T200 (WMW p-value = 0.0371).

Figure 9 in Appendix D shows the kernel density estimates of the distribution of the number of units of asset B used by each treatment. The first issue to note is that most of the subjects were unable to recognize the optimal decision. In fact, across all treatments, only 68% of the subjects used between 10 and 50 units of the alternative asset and only 18% recognized the optimal strategy of using 50 units. Next, it is readily visible that the subjects in T100 and T200 are more likely to have escalated on the initial commitment relative to those in the control treatment T0. Moving towards right, this order it reverted: the control treatment T0 has a higher likelihood of using units of the alternative asset closer to the optimal amount. However, there are only 27% of the subjects in the control treatment T0 who chose to use the maximum possible units of the alternative asset and only 11% and 17%, respectively in treatments T100 and T200. At the same time, only 15% of the subjects in T0 escalated on the initial course of action by using 0 units of the alternative asset compared to 24% and 19% in treatments T100 and T200, respectively. These results show that there are slight treatment differences: those subjects who did not pay for their endowment of the initial asset were more prone to abandon the initial course of action and follow the alternative course of action compared to the sunk-cost treatments, T100 and T200.

Table 3 in Appendix A shows the averages of the units used from the alternative asset, as well as the averages of units sold (abandonment of the initial course of action) and bought (escalation on the initial course of action), by treatment. Thus, column (1)
is the mere consequence of columns (2) and (3), respectively. While it appears that the subjects in the control treatment were more willing, on average, to disregard the sunk cost and embrace the alternative course of action (22.44 units in the control as compared to 15.7 and 19.46 units in the two treatment groups respectively), non-parametric testing does not show statistically significant treatment differences. According to the 1-sided WMW test, there is a difference between T0 and T100 (p-value= 0.0277). However, this does not carry over for T0 versus T200 (p-value= 0.2203). Moreover, when testing for the joint hypothesis that $T_0 \geq T_{100} \geq T_{200}$, the Jonckheere trend test fails to reject that the three samples come from the same population (1-sided p-value= 0.237). In sum, the hypothesis of the sunk-cost effect cannot be confirmed on the sample as a whole.

However, as in Ashraf et al. (2010), I conduct a post-hoc test of whether there is an effect of a positive investment as opposed to zero investment, i.e. pooling T100 and T200 together and testing it against T0. Indeed, I find that, on average, the control treatment used the alternative asset more than the sunk-cost treatments together (22.44 units as opposed to 17.63 units) and this difference is statistically significant at 10% level (1-sided WMW test p-value= 0.061). This suggests that the sunk-cost fallacy might be a bias due to the mere fact of making an investment and not to the actual size of the investment. The effect seems to be somewhat stronger than the one found by Ashraf et al. (2010).

It should be noted that the weak result obtained on the sample as a whole might be due to several experimental implementation flaws and, therefore, it might not be robust to replications. First, the gender distribution on the three treatments is unbalanced, with the over-representation of males in the T200 treatment. Second, the English language proficiency of the subjects is questionable. Third, there is indication of low opportunity cost of subjects’ time and low effort dedicated to the experimental task. Particularly, when asked to explain the reasoning behind their trading decision in the questionnaire administered at the end of the experiment, many subjects admitted that they had no specific motivation or that they made the decision randomly.

Therefore, for the remaining of this section I conduct post-hoc tests on subsamples which I will argue to be less affected by frivolous decisions.

---

6 Most of the subjects were Italian students and the ORSEE system for subjects recruitment did not give the experimenter the option to select students in English taught courses. However, the invitation to participate in the experiment was sent out in English and it explicitly stated that the understanding of the English language was a must.

7 Among their answers I can quote: "I don’t know", "It is a passion", "it was random", "curiosity", "for a new experience", "no reason".
4.1 Consistent HL lottery choices

One sensible way to account for frivolous decisions is to disregard those subjects who made inconsistent choices in the HL lottery menus for risk preference elicitation. Thus, in this subsection I use consistency in the HL lottery menus choices as a proxy for reliability of subjects’ decisions in the main sunk-cost experimental. The rate of inconsistent choices in my sample is 27% (or 39 subjects out of 142), which is about twice as much as in the original HL study. Charness & Viceisza (2011) find a very high percentage (about 75%) of inconsistency in the responses to the HL risk elicitation task among subjects in rural Senegal. The authors argue that this inconsistency is due to a low level of understanding of the task or frivolity in responses. Therefore, it seems reasonable to believe that those subjects who made consistent choices in the HL lottery menus were also more likely to have made more conscious decisions in the main sunk-cost experiment. Those who made inconsistent choices, on the other hand, were more likely not to have taken the experimental task seriously due to a low opportunity cost of time or to have had a poor understanding of it.

The HL risk aversion questions were provided with real payment for one randomly selected pair of lotteries. Although this part of the experiment followed right after the main sunk-cost experiment, there is no evidence that the inconsistent answers were due to one treatment or another, i.e. no treatment driven ”attrition”. Indeed, the p-values of the WMW test of differences between T0 and T100, between T0 and T200, and between T100 and T200 regarding the inconsistent answers are 0.4964, 1 and 0.4964, respectively, indicating that there are no distributional differences among the treatments with respect to the consistency of the lottery choices. Therefore, I can assume that the subjects with inconsistent HL choices are randomly distributed across the three experimental treatments and that the most likely explanation for their inconsistency is the low level of attention and/or effort exercised in the experimental task.

Figure 10 in Appendix D shows the kernel distribution of the units used from the alternative asset, both for the subjects with consistent and those with inconsistent HL choices. While the inconsistent subjects do not exhibit a clear pattern, the subsample of consistent subjects shows treatment differences between the control and each of the treatment groups. Hence, it is worth looking at the behavior of the subsample with consistent HL lottery choices alone. Table 4 in Appendix A shows the treatment averages

---

8An inconsistent choice means switching from lottery A (the "safe" lottery) to B (the "risky" lottery) and back to A, or backwards choices switching from the "risky" to the "safe" lottery, or choosing lottery A in the last row of the menu. I classify those who chose only lottery B as consistent.

9Other studies show inconsistency between 10 and 15 percent (Charness & Viceisza 2011).

---
for this subsample as well as the number of subjects in each treatment. As it can be seen, the treatment are relatively balances concerning the sample sizes and the treatment differences are sharper than on the sample as a whole. Precisely, the 1-sided WMW test shows that the number of units used of the alternative asset in the control group T0 is statistically larger, at conventional levels, than both those used by T100 and T200 groups (p-value=0.018 and p-value=0.056, respectively). The same test suggests no significant difference between T100 and T200 (p-value=0.481). This is in line with the findings based on hypothetical questions of van Dijk & Zeelenberg (2003), who found no statistical difference between their high and low sunk-cost groups. However, a test of the joint hypothesis that $T_0 \geq T_{100} \geq T_{200}$, rejects the null that the use of the alternative asset was the same across the three treatments (Jonckheere’s trend test 1-sided p-value= 0.064).

Despite the fact that the size of the sunk cost does not appear to matter for the manifestation of the fallacy, the statistical difference between the control and the two treatment groups in the direction of the sunk-cost fallacy is surprising. One would expect that subjects who exhibit consistent preferences, in this case with respect to their risk attitudes, are also more likely to make rational decisions in other domains (Choi et al. 2011). Therefore, this post-hoc sub-sample selection should, in fact, invalidate the sunk-cost fallacy hypothesis of this study, which does not seem to be the case. Hence, taken together, these results indicate a sunk-cost effect which is independent of the size of the sunk cost, which leaves the hypothesis of this study only partially confirmed.

### 4.2 Cognitive ability

Similar to the previous subsection and making use of the cognitive score test administered in the third part of the experiment, I conjecture that subjects with higher cognitive ability had a better understanding of the experimental task than those with low cognitive ability. Recall that the cognitive test involved real payment for each correct answer. It consists of five questions with the first three questions representing the cognitive reflection test (CRT) of Frederick (2005) while the final two are mathematical reasoning questions extracted from the cognitive quiz in Benjamin et al. (2006).\footnote{See Appendix C for the complete test.}

Hence, I split the sample in “low” and “high” cognitive ability according to the cognitive score of the 5-question cognitive quiz. I qualify the lowest 75th percentile (3 correct answers or less) as low cognitive, and the highest 25th percentile (4 or 5 correct answers) as high cognitive.\footnote{Note that according to this manner of splitting the sample, a high-cognitive subject is one who...} Figure 11 in Appendix D shows the density functions...
of the units used from the alternative asset by treatment, separately for each of the two subsamples. Indeed, within the low-cognitive subsample there are no perceivable differences among the three treatments. Moreover, the average number of units used from the alternative asset is significantly below the optimal level in all treatments, including the control (see Table 5 in Appendix A for treatment averages and subjects’ distribution across treatments). In fact, within the control group, there is a highly statistically significant difference between the low cognitive and the high cognitive group (WMW test $p$-value= 0.000). This reinforces the assumption that the low-cognitive group had a poor understanding of the experimental task. Therefore, this sub-sample does not appear suitable for the analysis of the treatment effect.

Focusing on the high-cognitive sub-sample it is easy to see that there are a few differences among the treatments. First, the distribution of the control group is shifted to the right, showing that, on average, this group made more use of the alternative asset than the two treated groups. Moreover, this distribution starts at 10 units, which indicates that subjects in this group recognized the optimality of switching to the alternative asset, even if they did not do it entirely. This does not hold for T100 and T200. Second, the share of the subjects who switched completely to the alternative asset is significantly higher in the control group than in any of the two treatments. These observations are confirmed by the WMW test. The $p$-values are provided in Table 6. They show a clear treatment effect of paying for the initial course of action as compared to the two treatment groups. However, as in the case of the analysis based on the sample of consistent HL answers, there is no statistical difference between the two sunk-cost treatments.

The results of this exercise also alleviate concerns of selection bias resulted from the existence of a group of subjects who chose not to invest. According to their cognitive score, these subjects would have fallen into the low-cognitive ability group had they invested. Therefore, they do not affect the results found for the high-cognitive subsample. Moreover, given their cognitive ability score, they are more likely to have had a poor understanding of the experimental task. Consequently, the extent to which the selection problem affects the overall results of the experiment is that more subjects would have been status-quo biased and, thus, inconclusive for the analysis.

Summarizing, conditional on subjects’ making conscious and non-frivolous decisions, the sunk-cost hypothesis of this study is partially confirmed. In particular, conditional on high cognitive level, there is a sunk-cost bias, which is, however, independent of the actual size of the initial investment. In Section 4.4 I investigate in more detail the role of the cognitive ability, using regression analysis.

answered correctly at least two questions of the CRT.
4.3 Economists versus non-Economists

Because the literature has discussed the difference between the behavior of Economics versus non-Economics, or Accounting versus non-Accounting, students (Tan & Yates 1995, Arkes & Blumer 1985), I further split the sample according to the major of studies. In the "Econ" sample I include the subjects majoring in Economics or Business Administration and in the "non-Econ" sample I include all the other subjects. For each of these subsamples, Figure 12 in Appendix D shows the kernel distribution of the units used from the alternative asset. As this figure shows, for the subsample of Economists (N=92, distributed as 32, 26 and 34 on T0, T100 and T200, respectively) the treatment differences appear to be more consistent than on the sample as a whole. Indeed, the 1-sided WMW test shows significant statistical differences, suggesting that the subjects in the control condition T0 made use of the alternative asset more than both those in the T100 treatment (p-value= 0.045) and those in T200 treatment (p-value= 0.022), respectively. Consistent with the findings from the previous subsections, the test does not detect any difference between the two treatment groups, T100 and T200 (2-sided p-value= 0.860), reinforcing the idea that the sunk cost fallacy might be independent of the size of the sunk cost. Nevertheless, the multiple hypothesis testing using the Jonckheere trend test shows a significant trend in the use of the alternative asset across the treatments (1-sided p-value= 0.024).

Further, on the sample of Economists, I perform the test of paying nothing versus paying something, i.e. testing for the difference between the free condition (T0) and the sunk-cost condition (pooling T100 and T200 together), and I find a significant effect of a positive sunk cost (p-value= 0.015). This result suggests again, as in the case of the subsample of consistent HL choices, that the manifestation of the sunk-cost fallacy is independent of the size of the initial investment, at least on the subsample of Economists.

The subsample of non-Economists (N = 50), on the other hand, is distributed as 16, 20 and 14 subjects on the three treatments, T0, T100 and T200, respectively. Interestingly, this subsample shows a reverse sunk-cost effect. The T200 treatment has significantly higher values than the control (WMW p-value= 0.036) and the T100 treatment (WMW p-value= 0.004), respectively, but the control and T100 treatment are not different from each other with respect to the number of units used from the alternative asset (2-sided WMW p-value= 0.3355). The surprising result among the subsample of non-Economists may be due to the unbalanced cognitive abilities across treatments within this subsample. The subjects in T200 seem to have significantly higher cognitive abilities than both those in T0 (WMW p-value= 0.025) and those in T100 (WMW
Finally, it should be noted that the ”Econ” subsample has significantly higher cognitive abilities than the ”non-Econ” subsample (WMW $p$-value= 0.013). Therefore, consistent with the conjecture from the previous subsection, it seems plausible to believe that the non-Economists might have been more confused by the experimental task, especially because it was formulated in the language of an economic problem, involving assets and prices. From this reason, the results obtained on the subsample of non-Economists should be regarded with caution. Instead, more confidence should be put on the results obtained on the subsample of Economists with respect to verifying the sunk cost fallacy hypothesis.

### 4.4 The role of cognitive ability

The previous non-parametric analysis pointed to the fact that cognitive ability may play a role in the manifestation of the sunk-cost fallacy. Therefore, in this subsection, I investigate this possibility, resorting to regression analysis. Cognitive ability has been found to be responsible for many behavioral biases such as the conjunction fallacy, anchoring, base rate fallacy, conservatism and overconfidence (Oechssler et al. 2009, Hoppe & Kusterer, 2011), but also for the risk aversion and impatience (Frederick 2005, Benjamin et al. 2006, Dohmen et al. 2010). However, to the best of my knowledge, there is no experimental evidence about the role of the cognitive ability on the manifestation of the sunk-cost bias.

Table 7 presents the regression results of the effect of the cognitive ability on the number of units used from the alternative asset. Specification in column (1) shows the conditional treatment effects after controlling for the cognitive ability, proxied by the normalized cognitive quiz score. As the non-parametric analysis from subsection 4.2 showed, cognitive ability is responsible for mistakes in decisions. Since in this experiment mistakes can only induce less-than-optimal usage of the alternative asset, they can be confounded with the sunk-cost fallacy. Hence, after correcting for mistakes in decisions, the control group T0 appears to have used on average about 31 units of the alternative asset, which is still well below the optimal level of 50 units. Importantly, one standard deviation from the mean in the cognitive quiz score, reduces the mistake by 5 units and this is statistically significant (see the coefficient on ”Cognitive” variable in Table 7). This suggests that people with higher cognitive ability are more likely to recognize the optimality of the alternative course of action, or more unlikely to make mistakes in decisions. The coefficients on T100 and T200 in column (1) show the treatment effects
after controlling for cognitive ability. The negative signs of these coefficients show that there are, indeed, treatment effects in the expected direction. However, the coefficient is only marginally significant for T100 and insignificant for T200.

All these coefficients are robust to controlling also for the effort put in the experimental task, proxied by the time the subjects used to make their decisions in the "Trade" stage (see column (2)). This is a z-Tree recorded time and it includes the time used for reading the instructions in the "Trade" stage, cumulated with the time used for making their decisions at this stage. Although the effort variable turns out not to be statistically significant, it shows that putting more effort in making the decision leads to a greater use of the alternative asset, up to a turning point after which "over-thinking" leads to suboptimal decisions.

Further, in column (3) I let the treatment effects vary with the cognitive ability. While the conditional treatment effects do not change significantly, the interaction terms of the treatment dummies with the cognitive quiz score show that the treatment effect increases in the cognitive ability. However, this result is driven by the fact that, as it was seen in the non-parametric analysis, the low cognitive group did not exhibit any treatment differences, while being generally status-quo biased.

In equations (1) to (3) I considered the complete cognitive quiz, including both the CRT and the mathematics questions. In the specification from column (4) I consider only the CRT questions as a proxy for the cognitive ability. While most of the coefficients have the same significance and magnitude as in equation (3), the effect of the CRT score on the units used from the alternative asset is stronger than that of the complete cognitive quiz score.\(^\text{12}\) This suggests that innate cognitive ability, which is better captured by the CRT test, is more important than learned cognitive ability which is quantified by the mathematics questions.

Moreover, the coefficients of the interaction of the CRT score with the treatment dummies, are larger in magnitude than the corresponding coefficients in column (3). In addition, unlike in the specification including the score of the whole cognitive quiz, the effect of the cognitive ability on the sunk-cost bias of T200 turns out to be statistically significant, even if only marginally. Although the magnitude of the interaction coefficient with T100 is larger, a test of equality between the two coefficients fails to reject that the coefficients on the interaction terms of the treatment dummies and the CRT score are equal. The interaction terms show that, within the T100 treatment, one standard deviation above from the mean in the CRT score is equivalent to the use of additional

\(^{12}\) Including both score of cognitive ability, the coefficient on the mathematics questions was not found significant.
1.2 units from the alternative asset. Similarly, within the T200 treatment, one standard deviation upwards from the mean of the CRT score induces the use of additional 4.6 units of the alternative asset.

In sum, conditional on the cognitive ability, there is a treatment effect, which is higher in magnitude and significant for the T100 treatment than for the T200 treatment. Moreover, the cognitive ability was found to be both economically and statistically significant for predicting mistakes in decisions. At the same time, higher cognitive ability subjects seem to be more prone to the sunk-cost effect. While this result seems to be the counterpart of the findings in the literature according to which infants and animals do not exhibit the sunk cost bias (Arkes & Ayton 1999), it must be regarded with caution. Due to the large number of subjects who seem to have had difficulties with understanding the experimental task, two competing explanations account for this result. First, it might, indeed, be the case that high-cognitive people misused the ”don’t waste” rule (Friedman et al. 2007) or, exactly because they understood the task they were more likely to exhibit the bias. The latter explanation is particularly appealing since mistakes due to the lack of understanding of the experimental task can only result in sub-optimal use of the alternative asset, under the design of this experiment.

4.5 Discussion

Despite the difficulty with subjects’ understanding of the experimental task, the results of this experiment showed indication of the manifestation of the sunk-cost fallacy. Moreover, the bias made itself visible even under the experimental design sterile of the interference of its psychological drivers previously acknowledged by the literature. Hence, my study showed that ambiguity, cognitive dissonance and loss aversion are not necessary for the subjects to exhibit sunk-cost fallacy. Instead, the most likely explanation for the manifestation of the sunk-cost fallacy under the current experimental design can be adapted from the realization utility theory developed by Barberis & Xiong (2012). According to the authors, people feel a burst of pleasure when a gain is realized and a burst of pain when a loss is realized. In other words, people do not obtain utility only from consumption of goods and services, but also from the mere act of . This theory was confirmed using neural data of subjects’ brain activity at the moment of submitting their trading decisions in an experimental stock market (Frydman et al. 2012).

Realization utility theory has been proven suitable for explaining the disposition effect in investors trading behavior, i.e. the greater propensity to sell a stock which increased in value relative to the purchase price and hold on to those which decreased
in value relative to the purchase price. This is because people do not think of their investment history in terms of returns over the whole portfolio, but rather as separate investment episodes characterized by the name of the asset, the purchase price and the re-sale price (Barberis & Xiong 2012). This comes close to explaining why subjects in my experiment were reluctant to part with the initial asset when offered a price below their purchase price. Apparently, from the desire of avoiding the pain from the direct act of selling the initial asset for a loss (relative to the purchase price), the subjects were trapped into an unprofitable course of action, i.e. trapped into the sunk-cost fallacy. This theory is also in line with the results of an earlier experiment by Staw (1976), who found that people would invest more in a course of action with negative consequences (holding on an asset which decreased in value) than in one for which their prior decisions proved successful (parting with an asset which increased in value).

The partial reversibility nature of the investment is the element of the experimental design that makes realization utility the most pertinent explanation for the manifestation of the sunk-cost fallacy. While the experimental literature has not emphasized this element thus far, it is, nevertheless a realistic possibility. Below I discuss two applications in which the investment in the initial course of action can be partially recouped and I illustrate the manifestation of the sunk cost fallacy in each situation.

5 Applications

The experimental design of the current study has several applications. First, the design applies straightforwardly to a practical problem related to carbon emissions trading schemes (ETS). In such schemes, the environmental agency distributes a number of permits to the regulated firms. Most commonly, the allocation can be gratis, following a benchmarking rule (also called grandfathering allocation), or through an auction. Hence, in the former case, the regulated firms receive the permits for free, while in the latter case they have to pay. After the allocation is completed, firms can trade the permits among themselves in a secondary market. The experimental design of this paper captures the differences in trading behavior when carbon emissions permits are distributed for free as opposed to auctioning. Let us imagine that the polluter (the manager or trader of an energy company) invests in buying emissions permits when these are distributed in an auction. In terms of the design of this experiment this is equivalent to investing in the initial asset. Let us further suppose that a market for these permits opens and that also some emissions reductions technology becomes available. In the language of the experiment, this is to say that the initial asset can be sold and the alternative asset
becomes available. Assuming the situation from the experiment, where the alternative asset (the emissions reduction technology) is cheaper than the re-sale price of the initial asset (the emissions permits), sunk-cost fallacy would result in sub-optimal adoption of the emissions reduction technology. By contrast, free allocation would provide a closer to optimum adoption of the emissions reduction technology.

Since different methods of initial allocation, particularly free allocation versus auctioning, can lead to different actual initial allocations, it turns out that even with frictionless markets, the distribution of property rights matters. Therefore, contrary to Montgomery (1972), the efficient equilibrium will not be achieved if managers are biased towards honoring previous investment in emissions allowances instead of recognizing the possibly cheaper emission reduction options or fuel switches. This will undermine the overall goal of an emissions trading scheme that is to spur green technologies. The results of this paper suggest that such concerns might not be undue.

Second, consider the situation of the decision to vertically integrate. The following case is close to the design of the experiment in this paper. Assume a vertically disintegrated company which has a contractual relationship with a supplier of an intermediate good. The supplier delivers the stock of the intermediate good at time $t$, according to the contract. At time $t + 1$, the head of the R&D department informs the manager of the company that the intermediate good can now be produced in-house and that the company already has the necessary technology, i.e. no additional investment is needed. Moreover, the in-house production can be done at a lower unit cost than the contracted price. However, the contractual relationship cannot be broken immediately, such that the supplier will continue to deliver the intermediate good until $t + 2$. Hence, the price contracted for the delivery is the sunk cost. Nevertheless, a market for the intermediate good exists, such that the company could sell the current and future stocks of the intermediate good until $t + 2$. Importantly, the market price is above the in-house production cost, but below the contracted price. Hence, apart from the short-run needs until the in-house production is set-up, the optimal decision of the manager would be to sell the intermediate goods supplied through the contract rather than using it in the production. Instead, the final output could be produced using the intermediate good from the internal production. If, however, the manager fails to recognize this alternative and delays the in-house production until $t + 2$, when the contractual relationship with

---

13 This could also be regarded as a transfer price from a producer which is part of the same business group.
14 This last assumption may seem unrealistic, but could be somewhat justified by the fact that the outsourcing contracts are signed for longer periods during which the market conditions could change, i.e. forward contracts which are common, for example, in the supply of electricity.
the supplier can be broken, then she had fallen into the trap of the sunk-cost fallacy.

6 Conclusions

The experiment of this paper documented the sunk-cost fallacy in a laboratory setting. Despite the simplicity of the design, the results showed that subjects had difficulties in finding the optimal course of action. The control group, in which no sunk cost was incurred, used on average about 30 units of the alternative asset, which is still well below the optimal level of 50 units.

While this study fails to confirm a sunk-cost bias on the entire sample of subjects, it does find evidence of the sunk-cost effect on subsamples which I argue to have a better comprehension of the experimental task, i.e. the subsample of subjects with consistent risk preferences, with high cognitive ability or Economics and Business majors. Thus, provided that the experimental task is well understood by the subjects, this experiment found manifestation of the sunk-cost fallacy, despite the obviousness of the alternative course of action, the deterministic decision-making environment and the partial reversibility of the initial investment, which characterize the design of this experiment. However, the sunk-cost fallacy was found to be independent of the size of the sunk cost. This confirms the findings of other studies that paying something results in more use that paying nothing. Finally, because the previously acknowledged psychological factors responsible for the sunk-cost bias are missing from the design of my experiment, it turns out that they are not needed for the sunk-cost fallacy to make itself visible. Instead, due the nature of the design of my experiment, I put forth the realization utility as the most likely psychological phenomenon responsible for the bias.

Although the results of this study might not be robust to replications, particularly due to subjects’ poor understanding of the experimental task, they open the question of the effect of the cognitive ability on the manifestation of the sunk-cost fallacy. The regression analysis conducted in this paper showed that after controlling for the cognitive ability and the effort put in the experimental task, cognitive ability continued to have the effect of increasing the sunk-cost bias, i.e. the difference between the units used by the control groups and each of the treatment groups. In other words, the sunk cost bias increases in the cognitive ability. While this result seems counter-intuitive, it appears to be the counterpart of the evidence that animals and infants are not prone to the sunk cost-fallacy. However, there is an alternative interpretation to this results. In particular, the high cognitive ability subjects are more likely to understand the experimental task and, for this reason, they are also more likely to exhibit the bias. While, at this point,
the author cannot distinguish between the two competing interpretation to the result that the treatment effect increases in the cognitive ability, more research effort it worth putting into understanding the relationship between the sunk-cost bias and cognitive ability.

Hence, several extensions and refinements of the design merit consideration for further research. First, in order to avoid noisy decisions, the manifestation of the sunk cost could be made discontinuous. In this situation, subjects would be given the option to choose between buying 10 units of the initial asset or selling the 40 units of the initial asset. Second, in the sunk-cost treatments T100 and T200, after the investment stage is completed, the subjects could be asked the unit price for which they bought the asset. This would have the effect of both making the investment more salient and checking whether the subjects understood the instructions. For the same purpose, in a final questionnaire, the subjects would be asked to remember the price for which they had bought the initial asset. This could allow the experimenter to verify whether the memory of the sunk cost is part of the information set of the subjects at the time of the trading decision. In the absence of this memory it would be hard to argue that decisions which appear to take into account the sunk cost are a consequence of a fallacy rather than a simple decision error. Finally, one should allow for learning. Allowing for multiple periods would give the subjects the opportunity to learn disregarding the sunk cost in decision-making. This is in itself an important research question, since real-life problems give people the opportunity to learn the optimality of their decisions by repeatedly facing similar situations and observing the outcome of their decisions.
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Table 1: Experimental parameters

<table>
<thead>
<tr>
<th>Treatment</th>
<th>T0</th>
<th>T100</th>
<th>T200</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^A_0$ (EE)</td>
<td>0</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>Initial cash (EE)</td>
<td>900</td>
<td>4900</td>
<td>8900</td>
</tr>
<tr>
<td>$A_0$ (units)</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$Q$ (units)</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>$p^A_1$ (EE)</td>
<td>uniform distributed between 50 and 90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p^B$ (EE)</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$p$ (EE)</td>
<td>300</td>
<td>300</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 2: Descriptive statistics for the sample who invested

<table>
<thead>
<tr>
<th>Treatment</th>
<th>T0</th>
<th>T100</th>
<th>T200</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>48</td>
<td>46</td>
<td>48</td>
<td>142</td>
</tr>
<tr>
<td>Economics or Business students</td>
<td>67%</td>
<td>57%</td>
<td>71%</td>
<td>65%</td>
</tr>
<tr>
<td>Males</td>
<td>48%</td>
<td>54%</td>
<td>71%</td>
<td>58%</td>
</tr>
<tr>
<td>Initial asset called &quot;A&quot;</td>
<td>52%</td>
<td>50%</td>
<td>58%</td>
<td>54%</td>
</tr>
<tr>
<td>Consistent answers to the HL questions</td>
<td>75%</td>
<td>68%</td>
<td>75%</td>
<td>73%</td>
</tr>
<tr>
<td>Risk aversion (average &quot;safe&quot; lotteries)</td>
<td>5.38</td>
<td>5.43</td>
<td>5.29</td>
<td>5.37</td>
</tr>
<tr>
<td>Average correct answers to the cognitive quiz</td>
<td>2.67</td>
<td>3.13</td>
<td>3.12</td>
<td>2.97</td>
</tr>
</tbody>
</table>
Table 3: Decision variables: all sample

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Use of alternative asset</th>
<th>Sales of the initial asset</th>
<th>Purchases of the initial asset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td></td>
</tr>
<tr>
<td>T0</td>
<td>48</td>
<td>22.44 (2.74)</td>
<td>14.21 (2.48)</td>
<td>1.77 (.52)</td>
</tr>
<tr>
<td>T100</td>
<td>46</td>
<td>15.70 (2.43)</td>
<td>9.11 (2.03)</td>
<td>3.41 (.63)</td>
</tr>
<tr>
<td>T200</td>
<td>48</td>
<td>19.46 (2.54)</td>
<td>11.65 (2.24)</td>
<td>2.19 (.57)</td>
</tr>
</tbody>
</table>

Note: Standard errors in parentheses

Table 4: Averages for the subsample of consistent HL lottery choices

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Use of the alternative asset</th>
<th>Sales of the initial asset</th>
<th>Purchases of the initial asset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td></td>
</tr>
<tr>
<td>T0</td>
<td>36</td>
<td>26.02 (3.17)</td>
<td>17.22 (2.93)</td>
<td>1.19 (0.53)</td>
</tr>
<tr>
<td>T100</td>
<td>31</td>
<td>16.90 (2.99)</td>
<td>10.06 (2.48)</td>
<td>3.16 (0.8)</td>
</tr>
<tr>
<td>T200</td>
<td>36</td>
<td>19.69 (3.03)</td>
<td>11.92 (2.69)</td>
<td>2.22 (0.67)</td>
</tr>
</tbody>
</table>

Note: Standard errors in parentheses

Table 5: Averages of units used from the alternative asset by cognitive level

<table>
<thead>
<tr>
<th>Cognitive level</th>
<th>Lowest 75th percentile</th>
<th>Highest 25th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Units of alternative asset</td>
</tr>
<tr>
<td>T0</td>
<td>36</td>
<td>16.33 (2.68)</td>
</tr>
<tr>
<td>T100</td>
<td>25</td>
<td>14.32 (3.09)</td>
</tr>
<tr>
<td>T200</td>
<td>30</td>
<td>16.77 (2.70)</td>
</tr>
</tbody>
</table>

Note: Standard errors in parentheses

Table 6: Non-parametric test of treatment differences by cognitive level

<table>
<thead>
<tr>
<th>Cognitive level</th>
<th>H0: T0=T100</th>
<th>H0: T0=T200</th>
<th>H0: T100=T200</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>0.0005</td>
<td>0.011</td>
<td>0.158</td>
</tr>
<tr>
<td>Low</td>
<td>0.269</td>
<td>0.362</td>
<td>0.171</td>
</tr>
</tbody>
</table>

Note: 1-sided p-values of the Wilcoxon-Mann-Whitney test are reported
Table 7: The effect of the cognitive ability

<table>
<thead>
<tr>
<th></th>
<th>Units of the alternative asset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>Constant</td>
<td>31.38***</td>
</tr>
<tr>
<td>Cognitive</td>
<td>5.183***</td>
</tr>
<tr>
<td></td>
<td>(1.425)</td>
</tr>
<tr>
<td>CRT</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>T100 X Cognitive</td>
<td>-7.367**</td>
</tr>
<tr>
<td></td>
<td>(2.919)</td>
</tr>
<tr>
<td>T200 X Cognitive</td>
<td>-4.586</td>
</tr>
<tr>
<td></td>
<td>(3.772)</td>
</tr>
<tr>
<td>T100 X CRT</td>
<td>-9.296***</td>
</tr>
<tr>
<td></td>
<td>(3.091)</td>
</tr>
<tr>
<td>T200 X CRT</td>
<td>-5.889*</td>
</tr>
<tr>
<td></td>
<td>(3.487)</td>
</tr>
<tr>
<td>T100</td>
<td>-8.239*</td>
</tr>
<tr>
<td></td>
<td>(4.423)</td>
</tr>
<tr>
<td>T200</td>
<td>-1.949</td>
</tr>
<tr>
<td></td>
<td>(3.923)</td>
</tr>
<tr>
<td>Time</td>
<td>2.267</td>
</tr>
<tr>
<td></td>
<td>(4.073)</td>
</tr>
<tr>
<td>Time sq.</td>
<td>-0.156</td>
</tr>
<tr>
<td></td>
<td>(0.623)</td>
</tr>
<tr>
<td>Session dummies</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>142</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.148</td>
</tr>
</tbody>
</table>

Note: Heteroskedastic robust standard errors in parentheses. The control group T0 is the omitted category. "Cognitive" and "CRT" are the standardized scores for the 5-question cognitive score and the cognitive reflection test score, respectively. ***p < 0.01, **p < 0.05, *p < 0.1
Appendix B: Instructions Screens

<table>
<thead>
<tr>
<th>Introduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welcome!</td>
</tr>
<tr>
<td>This is an experiment in the economics of decision making. Please read carefully these instructions. If you follow the instructions carefully and make good decisions during the experiment, you will earn money to be paid to you in cash at the end. It is not possible that you lose money in this experiment.</td>
</tr>
<tr>
<td>All earnings on your computer screen are in Experimental Euros (EE) and they will be converted in real Euros at an exchange rate of 1.500 EE for 1 real Euro.</td>
</tr>
<tr>
<td>Important rules:</td>
</tr>
<tr>
<td>1. From my side: NO DECEPTION. I promise that this experiment will be conducted exactly as described in these instructions. This is the rule in economics experiments. Without this rule the results of the research cannot be published.</td>
</tr>
<tr>
<td>2. From your side: NO COMMUNICATION. This is an experiment of individual decision making. Your earnings in this experiment are NOT affected by the decisions of any other participant and your decisions do NOT affect the earnings of any other participant in this experiment. Therefore, please do not communicate with other participants during this experiment and take your decisions individually.</td>
</tr>
<tr>
<td>In this experiment we have two types of assets, A and B, regarding which you will be asked to take a series of decisions as described further.</td>
</tr>
</tbody>
</table>

Figure 1: Introduction Screen
For being present in the lab today you receive 8900 EE, which you can see in your account displayed in the top-right corner of your computer screen. With this money in your account you will be asked to take a series of decisions as described further.
In this stage you can choose to keep the money you received or you can invest part of it.

If you keep the money, it will be paid to you in cash at the end of the session and you will be asked to wait quietly until the session ends.

If you choose to invest, you will receive in exchange 40 units of asset A for which you have to pay 8000 EE out of your cash endowment. You will have the option to keep these units until the end of the experiment when you will be able to sell them to the experimenter for a price of 300 EE each. In-between there will be another decision stage the details of which you will learn later in the experiment.
You have chosen to invest.
Now you have 40 units of asset A and 900 EE in your account.

Figure 4: Financial position after investment Screen
Trade

This is your last decision: the trade.

Your task in this experiment is to collect exactly 50 units of asset A and asset B, in whichever combination you wish. In other words, you can decide to have only units of asset A or only units of asset B or any other combination of the two.

You have ONE OPPORTUNITY to trade asset A: you can decide to buy or sell units of asset A or keep what you already have (do nothing).

The trading price of asset A is random and it will be drawn on the right side of your computer screen.

Your trading decision on asset A will AUTOMATICALLY determine the number of units of asset B you receive, such that you reach the total of 50 units. You receive asset B for a cost.

For each unit of asset B you receive you will pay 30 EE.

After the trade is completed, each unit of asset has an end value of 300 EE, regardless of the type of asset, A or B.

After you press the red button below, on the right side of this screen the trade for asset A will start. These instructions will remain on the screen until you make your trading decision.

PRESS TO DRAW THE TRADING PRICE AND TO THE TRADE ON THE RIGHT SIDE OF THIS SCREEN

Figure 5: Trade 1 Screen
Trade

This is your last decision: the trade.

Your task in this experiment is to collect exactly 50 units of asset A and asset B, in whichever combination you wish. In other words, you can decide to have only units of asset A or only units of asset B or any other combination of the two.

You have ONE OPPORTUNITY to trade asset A: you can decide to buy or sell units of asset A or keep what you already have (do nothing).

The trading price of asset A is random and it will be drawn on the right side of your computer screen.

Your trading decision on asset A will AUTOMATICALLY determine the number of units of asset B you receive, such that you reach the total of 50 units. You receive asset B for a cost.

For each unit of asset B you receive you will pay 30 EE.

After the trade is completed, each unit of asset has an end value of 300 EE, regardless of the type of asset, A or B.

After you press the red button below, on the right side of this screen the trade for asset A will start. These instructions will remain on the screen until you make your trading decision.

Figure 6: Trade 2 Screen
Given your trading choice you now have 0 units of asset A and 50 units of asset B.
Your final profit is 17000 EE.
You now have the opportunity to increase your earnings for the experiment by following the instructions below. Your earnings in this part of the experiment depend only on your own decisions and they will be added to your previous earnings and paid to you in cash at the end of the experiment for an exchange rate of 1 EURO for 1000 EE.

The decision table on the right shows ten decisions. Each decision is a paired choice between "Option A" and "Option B." You will make ten choices and record these by clicking either "Option A" or "Option B," but only one of them will be used in the end to determine your earnings. Before you start making your ten choices, please read how these choices will affect your earnings for this part of the experiment.

After you have made all of your choices, the computer program will provide two randomly selected numbers between one and ten. The first number will determine which of the ten decisions will be used for payment, and the second number will determine your payoff for the option you chose, A or B, for the particular decision selected. Even though you will make ten decisions, only one of these will end up affecting your earnings, but you will not know in advance which decision will be used. Obviously, each decision has an equal chance of being used in the end.

Now, please look at Decision 1 at the top. Option A pays 1600 EE if the random number is a 1, and it pays 1280 EE if the random number is 2-10. Option B pays 3080 EE if the random number is 1, and it pays 80 EE if the random number is 2-10. The other Decisions are similar, except that as you move down the table, the chances of the higher payoff for each option increase. In fact, for Decision 10 in the bottom row, the random number will not be needed since each option pays the highest payoff for sure, so your choice here is between 1600 EE or 3080 EE.

To summarize, you will make ten choices. For each decision row you will have to choose between Option A and Option B. When you are finished, click the "Continue" button. You will then receive the first number (which determines which decision you will be paid for) and the second number (which will determine how much you will be paid) and you will see your payoff from this part of the experiment.

If you have any questions, please raise your hand. Please, do not talk with anyone while you make your choices!

<table>
<thead>
<tr>
<th>Period</th>
<th>Option A</th>
<th>Option B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7/10 chance of 1600 EE, 3/10 chance of 1280 EE</td>
<td>1/10 chance of 3080 EE, 9/10 chance of 80 EE</td>
</tr>
<tr>
<td>2</td>
<td>2/10 chance of 1600 EE, 8/10 chance of 1280 EE</td>
<td>7/10 chance of 3080 EE, 3/10 chance of 80 EE</td>
</tr>
<tr>
<td>3</td>
<td>2/10 chance of 1600 EE, 8/10 chance of 1280 EE</td>
<td>1/10 chance of 3080 EE, 9/10 chance of 80 EE</td>
</tr>
<tr>
<td>4</td>
<td>4/10 chance of 1600 EE, 6/10 chance of 1280 EE</td>
<td>4/10 chance of 3080 EE, 6/10 chance of 80 EE</td>
</tr>
<tr>
<td>5</td>
<td>5/10 chance of 1600 EE, 5/10 chance of 1280 EE</td>
<td>5/10 chance of 3080 EE, 5/10 chance of 80 EE</td>
</tr>
<tr>
<td>6</td>
<td>6/10 chance of 1600 EE, 4/10 chance of 1280 EE</td>
<td>6/10 chance of 3080 EE, 4/10 chance of 80 EE</td>
</tr>
<tr>
<td>7</td>
<td>7/10 chance of 1600 EE, 2/10 chance of 1280 EE</td>
<td>7/10 chance of 3080 EE, 3/10 chance of 80 EE</td>
</tr>
<tr>
<td>8</td>
<td>8/10 chance of 1600 EE, 2/10 chance of 1280 EE</td>
<td>8/10 chance of 3080 EE, 2/10 chance of 80 EE</td>
</tr>
<tr>
<td>9</td>
<td>9/10 chance of 1600 EE, 1/10 chance of 1280 EE</td>
<td>9/10 chance of 3080 EE, 1/10 chance of 80 EE</td>
</tr>
<tr>
<td>10</td>
<td>1/10 chance of 1600 EE, 9/10 chance of 1280 EE</td>
<td>10/10 chance of 3080 EE, 0/10 chance of 80 EE</td>
</tr>
</tbody>
</table>

Figure 8: Holt and Laury risk aversion questions
Appendix C: The Cognitive Quiz

The CRT questions:
Question 1: An apple and an orange cost $1.10 in total. The apple costs $1.00 more than the orange. How much does the orange cost (in $)?

Question 2: If it takes 5 machines 5 minutes to make 5 widgets, how long would it take 100 machines to make 100 widgets (in minutes)?

Question 3: In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48 days for the patch to cover the entire lake, how long would it take for the patch to cover half of the lake (in days)?

The math questions
Question 4: Half of $\left[-a + (b - a)\right]$ equals:
(A) $a - b/2$
(B) $a + b$
(C) $2a - b$
(D) $2a + 2b$
(E) $-a - b$

Question 5: If $x = y - 2$ and $xy = 48$, which of the following CANNOT equal either $x$ or $y$?
(A) 6
(B) 8
(C) 12
(D) -6
(E) -8
Appendix D: Figures

Figure 9: Distribution of units used from the alternative asset: All sample

Figure 10: Distribution of the units used from the alternative asset by consistency of the answers to HL lotteries
Figure 11: Distribution of the units used from the alternative asset by cognitive score

Figure 12: Distribution of the units used from the alternative asset by field of studies